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SUMMARY OF PROPOSAL FOR PUBLIC RELEASE (Use plain language.)

Family name of applicantPersonal identification no. (PIN)

Business telephone no. (optional):

E-mail address (optional):

+1 (604) 822-8628 
fherrmann@eos.ubc.ca

This plain language summary will be available to the public if your proposal is funded. Although it is not mandatory, you may choose to
include your business telephone number and/or your e-mail address to facilitate contact with the public and the media about your research.

Version française disponible

DNOISE II: Dynamic Nonlinear Optimization for Imaging in Seismic
Exploration is a multidisciplinary research project that involves
faculty from the Mathematics, Computer Science, and Earth and Ocean
Sciences Departments at the University of British Columbia. DNOISE II
constitutes a transformative research program towards a new paradigm
in seismic exploration where the acquisition- and processing-related
costs are no longer determined by the survey area and discretization
but by transform-domain sparsity of the final result. In this
approach, we rid ourselves from the confinements of conventional
overly stringent sampling criteria that call for regular sampling with
sequentiual sources at Nyquist rates. By adapting the principles of
compressive sensing, DNOISE II promotes a ground-up formulation for
seismic imaging where adverse subsampling-related artifacts are
removed by intelligent simultaneous-acquisition design and recovery by
transform-domain sparsity promotion. This development---in conjunction
with our track records in sparse recovery and time-harmonic Helmholtz
solvers---puts us in an unique position to deliver on fundamental
breakthroughs in the development and implementation of the
next-generation of processing, imaging, and full-waveform inversion
solutions.

Other Language Version of Summary (optional).

Herrmann264073Valid
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ACTIVITY SCHEDULE

Personal identification no. (PIN) Family name of applicant

Description of activities
Anticipated

starting date
Anticipated

completion date

(Refer to instructions to see if this section applies to your application. Use additional page(s) if necessary.)

Milestone

4 - 3 (RPP)

Herrmann264073Valid

We will conduct a theoretical and empirical study 
comparing different transform techniques such as 
contourlets, surfacelets, shearlets, and wave atoms, for 
recovery problems that involve missing traces, missing 
angular frequencies, and simultaneous shots.

2009-08-01 2014-07-314.1.(i) Sparsifying 
transforms

We will design & implement multidimensional 
extensions of subsampling grids that reduce the imprint of
coherent aliases.

2009-08-01 2012-07-314.1.(ii)(a) 
Multidimensional 
generalization of 
jitter sampli

We will design & implement CS matrices that are both 
physically realizable and have fast matrix-free 
implementations. We will also work on theoretical 
performance estimates.

2009-08-01 2014-07-314.1.(ii)(b) CS 
matrices for 
simultaneous 
acquisition

We will design & implement one-norm solvers for 
extremely large seismic problems including 
parallelization with domain decomposition.

2009-08-01 2014-07-314.1.(iii) 
Development of 
parallel one-norm 
solvers

We will design & implement a trace-interpolation method
that exploits (approximate) source-receiver reciprocity.

2009-08-01 2010-05-314.1.(iv)  
Development of 
sparse recovery with
reciprocity

We will develop theory for joint sparsity recovery and 
apply these algorithms on data after DMO or imaging.

2009-08-01 2011-07-314.1.(v)(a) One-norm
recovery with 
joint-sparsity 
promotion

We will design & implement penalty functionals that 
exploit joint sparsity including focusing.

2009-08-01 2012-07-314.1.(v)(b)  Design 
regularization 
functionals for joint 
spar

We will design & implement norm-one solvers that 
exploit joint sparsity including focusing.

2009-08-01 2013-07-314.1.(v)(c) 
Development of 
joint 
sparsity-promoting 
solvers

PROTECTED WHEN COMPLETEDForm 101 (2010 W), Version française disponiblepage 4 - 3 of 9



ACTIVITY SCHEDULE

Personal identification no. (PIN) Family name of applicant

Description of activities
Anticipated

starting date
Anticipated

completion date

(Refer to instructions to see if this section applies to your application. Use additional page(s) if necessary.)

Milestone

4 - 3 (RPP)

Herrmann264073Valid

We will develop theory and concrete implementations for
sparse recovery with non-convex sparsity norms.

2011-08-01 2013-08-314.1.(vi) 
Development of 
non-convex 
sparsity-promoting 
solver

We will implement a matched filter that includes 
penalties for across Fourier-domain fluctuations amongst 
the curvelet-domain matched-filter coefficients.

2009-08-01 2010-05-314.2.(i)(a) Matched 
filtering with 
frequency 
regularization

We will design & implement regularization functionals 
that properly incorporate the phase-space distance (in 
position, angle, and scale) between curvelets.

2009-08-01 2010-05-314.2.(i)(b)  
Matched-filtering 
with phase-space 
distances

We will design & implement complex-valued matched 
filters volumes. This will allow for controlled phase 
corrections.

2009-08-01 2010-12-314.2.(i)(c) 
Complex-valued 
curvelet-domain 
matched filtering

We will implement our curvelet-domain matched filter 
for 3-D seismic lines.

2009-08-01 2010-08-314.2.(i)(d) 
Curvelet-domain 
matched-filtering 
for 3-D data

We will design & implement a multi-term separation 
scheme that uses n-1 multi-term predictions and the total 
data as input and produces estimates for n signal 
components by sparsity promotion.

2010-01-01 2010-12-314.2.(ii) Multi-term 
Bayesian wavefield 
separation

We will implement a methodology to estimate the 
free-surface impulse response with separable least 
squares

2010-04-01 2013-03-314.2.(iii) Primary 
estimation by 
wavefield inversion

We will implement a methodology to estimate the 
free-surface impulse response with separable least 
squares and sparsity promotion

2012-07-31 2014-03-314.2.(iv) 
Sparsity-promoting 
primary estimation

PROTECTED WHEN COMPLETEDForm 101 (2010 W), Version française disponiblepage 4 - 3 of 9



ACTIVITY SCHEDULE

Personal identification no. (PIN) Family name of applicant

Description of activities
Anticipated

starting date
Anticipated

completion date

(Refer to instructions to see if this section applies to your application. Use additional page(s) if necessary.)

Milestone

4 - 3 (RPP)

Herrmann264073Valid

We will implement a methodology estimate the 
free-surface impulse response with separable least 
squares and sparsity promotion

2009-08-01 2014-03-314.2.(v) 
Surface-wave 
mitigation by 
wavefield inversion

Design & implementation of the parallel (over shot and 
frequency) implicit time-harmonic preconditioned 
Helmholtz solver in 2D based on the multilevel Krylov 
method.

2009-08-01 2010-12-314.3.(i) Parallel 
Helmholtz solver 
2D

Design & implementation of an implicit time-harmonic 
multigrid preconditioner for system of equations with 
multiple right-hand sides.

2010-06-01 2014-07-314.3.(ii) 
Preconditioners for 
multiple right-hand 
sides

Design & implementation of an implicit time-harmonic 
Helmholtz solver for elastic wave propagation.

2011-07-01 2014-07-314.3.(iii) Elastic 
Helmholtz solver

Design & implementation of full-waveform modeling 
using simultaneous sources and sparse recovery.

2009-08-01 2010-12-314.3.(iv) 
Simultaneous-source
simulation

Design & implementation of parallelized poststack 
imaging using the adjoint-state methods for the 
time-harmonic Helmholtz equation.

2009-08-01 2010-08-314.4.(i) Poststack 
migration based on 
time-harmonic 
Helmholtz

Design & implementation of a preconditioner for the 
reduced Hessian based on curvelet-domain matched 
filtrering

2010-04-01 2011-03-314.4.(ii) 
Preconditioning of 
least-squares 
migration

Design & implementation of dimensionality reduction for
post-stack least-squares migration. Included development 
of a large-scale Newton-type one-norm solver.

2010-07-01 2013-06-304.4.(iii) 
Compressive 
poststack migration

PROTECTED WHEN COMPLETEDForm 101 (2010 W), Version française disponiblepage 4 - 3 of 9



ACTIVITY SCHEDULE

Personal identification no. (PIN) Family name of applicant

Description of activities
Anticipated

starting date
Anticipated

completion date

(Refer to instructions to see if this section applies to your application. Use additional page(s) if necessary.)

Milestone

4 - 3 (RPP)

Herrmann264073Valid

Design & implementation of gradient and Newton 
updates that include primary prediction. This involves the
integration on our primary-prediction work in 
full-waveform inversion.

2010-02-01 2013-01-314.4.(iv) Integration 
of primary 
estimation

Design & implementation of compressive full-waveform 
with multiscale (joint) sparsity promotion. Investigate 
different options to compute the Newton updates.

2010-02-01 2013-01-314.4.(v) Multiscale 
full-waveform 
inversion with 
sparsity

Design & implementation of full-waveform inversion 
based on extended modeling and focusing. This work 
involves extended modeling and focusing.

2010-05-01 2014-07-314.4.(vi) 
Full-waveform with
extensions

Design & implementation of SPOT --  A Linear-Operator 
Toolbox using object-oriented technology.

2009-08-01 2009-12-314.5.(i) SPOT: 
Reimplementation 
of Sparco

Design & implementation of our parallel object-oriented 
development environment based on SPOT

2010-01-01 2011-08-314.5.(ii) pSPOT ---  
A parallel 
Linear-Operator 
Toolbox

Design & implementation of an object-oriented toolbox 
for nonlinear operators to prototype PDE constrained 
optimization problems.

2010-04-01 2012-03-314.5.(iii) nSPOT -- A
nonLinear Operator 
Toolbox

We will design and implement and application interface 
of our parallel development environment to PROMAX.

2013-09-01 2014-07-314.5.(iv) Application 
interface

PROTECTED WHEN COMPLETEDForm 101 (2010 W), Version française disponiblepage 4 - 3 of 9



0 0 0

586,663 702,799 1,048,087
0 0 0Software development

0 0 0

0 0 0

8,500 22,000 22,000Report+Meeting

4,000 4,000 6,500

5,000 5,000 5,000Project meeting

6,000 6,000 7,000

0 0 0

25,855 36,400 46,550

0 0 0

0 0 0

3,410 1,930 1,930Office material

0 0 0
15,000 15,000 15,0000 0 0
23,633 15,956 53,000

35,500 6,000 14,500

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

99,750 158,788 236,726

242,000 242,000 302,500

118,015 189,725 337,381

PROPOSED EXPENDITURES

b)

a)

TOTAL PROPOSED EXPENDITURES

Total support from industry

See instructions for further details.

Year 1 Year 2 Year 3
In-kindCash In-kindCashCash In-kind

1) Salaries and benefits

Studentsa)

b) Postdoctoral fellows

c) Technical/professional assistants

2) Equipment or facility

Purchase or rental

Operation and maintenance costs

User fees

d)

d)

Technology transfer activities6)

Field trials

Prototypes

Publication costsa)

b)

5) Dissemination 

c)

d)

Project-related travelc)

b) Field work

a) Conferences

4) Travel

3) Materials and supplies

a)

b)

c)

a)

b)

c)

Total support from university

Total support from other sources

293,934 350,874 525,188

5 (RPP except SNG, SPG and IRC)
Personal identification no. (PIN)

AMOUNT REQUESTED FROM NSERC

Form 101 (2008 W), page 5-RPP of 9 PROTECTED WHEN COMPLETED Version française disponible

Family name of applicant

292,729 351,925 522,899

Herrmann264073Valid



0 0

0 0

0 0

0 0

0 0

0 0

Software development 0 0

0 0

0 0

0 0

244,286 244,286

302,500 302,500

337,381 337,381

Report+Meeting 22,000 22,000

6,500 6,500

Project meeting 5,000 5,000

7,000 7,000

10,000 10,500

0 0

49,656 53,500

46,550 46,550

0 0

1,047,803 1,052,147

0 0

0 0

Office material 1,930 1,930

15,000 15,000

PROPOSED EXPENDITURES

b)

a)

TOTAL PROPOSED EXPENDITURES

Total support from industry

See instructions for further details.

Year 4 Year 5
In-kindCash Cash In-kind

1) Salaries and benefits

Studentsa)

b) Postdoctoral fellows

c) Technical/professional assistants

2) Equipment or facility

Purchase or rental

Operation and maintenance costs

User fees

d)

d)

Technology transfer activities6)

Field trials

Prototypes

Publication costsa)

b)

5) Dissemination 

c)

d)

Project-related travelc)

b) Field work

a) Conferences

4) Travel

3) Materials and supplies

a)

b)

c)

a)

b)

c)

Total support from university

Total support from other sources

525,188 525,188

5 (RPP except SNG, SPG and IRC)
Personal identification no. (PIN)

AMOUNT REQUESTED FROM NSERC

Form 101 (2008 W), page 5-RPP of 9 PROTECTED WHEN COMPLETED Version française disponible

Family name of applicant

522,615 526,959

Herrmann264073Valid



6 - 8

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

5,000 5,000 5,000 5,000 5,000

0 0 0 0 0

0 0 0 0 0

59,061 59,061 59,061 59,061 59,061

BG International
CONTRIBUTIONS FROM SUPPORTING ORGANIZATIONS

Year 1 Year 2 Year 3 Year 4 Year 5

Cash contributions to direct costs of 
research (Transfer amounts to page five (5);
except those for the Ship Time program.)

Personal identification no. (PIN)

Form 101 (2010 W), page 6 of 9 PROTECTED WHEN COMPLETED Version française disponible

Family name of applicant

section in the NSERC Program Guide for Professors concerning the eligibility of expenditures for the direct costs of research and the regulations

Name of supporting organization

Use of Grant Funds

4)

5)

6)

1)

2)

3)

In-kind contributions to direct costs of
research

Salaries for scientific and technical
staff

Donation of equipment, software

Donation of material

Field work logistics

Provision of services

governing the use of grant funds 
regarding the eligibility of in-kind contributions.  

, and Guidelines for Evaluating Cost-Sharing Ratios and In-Kind Contributions in University-Industry 

Before completing this section, read the instructions for contributions from supporting organizations and consult the 

Collaborations 

Total of in-kind contributions to direct 
costs of research

1)

2)

3)

In-kind contributions to indirect costs of 
research (not leveraged)

8,438 8,438 8,438 8,438 8,438

5,000 5,000 5,000 5,000 5,000

Use of organization's facilities

Salaries of managerial and
administrative staff

Total of all in-kind contributions

Contribution to postsecondary institution 
overhead

Herrmann264073Valid



6 - 8

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

10,000 5,000 5,000 5,000 5,000

0 0 0 0 0

0 0 0 0 0

118,122 59,061 59,061 59,061 59,061

British Petroleum
CONTRIBUTIONS FROM SUPPORTING ORGANIZATIONS

Year 1 Year 2 Year 3 Year 4 Year 5

Cash contributions to direct costs of 
research (Transfer amounts to page five (5);
except those for the Ship Time program.)

Personal identification no. (PIN)

Form 101 (2010 W), page 6 of 9 PROTECTED WHEN COMPLETED Version française disponible

Family name of applicant

section in the NSERC Program Guide for Professors concerning the eligibility of expenditures for the direct costs of research and the regulations

Name of supporting organization

Use of Grant Funds

4)

5)

6)

1)

2)

3)

In-kind contributions to direct costs of
research

Salaries for scientific and technical
staff

Donation of equipment, software

Donation of material

Field work logistics

Provision of services

governing the use of grant funds 
regarding the eligibility of in-kind contributions.  

, and Guidelines for Evaluating Cost-Sharing Ratios and In-Kind Contributions in University-Industry 

Before completing this section, read the instructions for contributions from supporting organizations and consult the 

Collaborations 

Total of in-kind contributions to direct 
costs of research

1)

2)

3)

In-kind contributions to indirect costs of 
research (not leveraged)

16,875 8,438 8,438 8,438 8,438

10,000 5,000 5,000 5,000 5,000

Use of organization's facilities

Salaries of managerial and
administrative staff

Total of all in-kind contributions

Contribution to postsecondary institution 
overhead

Herrmann264073Valid



6 - 8

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

5,000 5,000 5,000 5,000 5,000

0 0 0 0 0

0 0 0 0 0

57,688 57,688 57,688 57,688 57,688

Schlumberger
CONTRIBUTIONS FROM SUPPORTING ORGANIZATIONS

Year 1 Year 2 Year 3 Year 4 Year 5

Cash contributions to direct costs of 
research (Transfer amounts to page five (5);
except those for the Ship Time program.)

Personal identification no. (PIN)

Form 101 (2010 W), page 6 of 9 PROTECTED WHEN COMPLETED Version française disponible

Family name of applicant

section in the NSERC Program Guide for Professors concerning the eligibility of expenditures for the direct costs of research and the regulations

Name of supporting organization

Use of Grant Funds

4)

5)

6)

1)

2)

3)

In-kind contributions to direct costs of
research

Salaries for scientific and technical
staff

Donation of equipment, software

Donation of material

Field work logistics

Provision of services

governing the use of grant funds 
regarding the eligibility of in-kind contributions.  

, and Guidelines for Evaluating Cost-Sharing Ratios and In-Kind Contributions in University-Industry 

Before completing this section, read the instructions for contributions from supporting organizations and consult the 

Collaborations 

Total of in-kind contributions to direct 
costs of research

1)

2)

3)

In-kind contributions to indirect costs of 
research (not leveraged)

9,813 9,813 9,813 9,813 9,813

5,000 5,000 5,000 5,000 5,000

Use of organization's facilities

Salaries of managerial and
administrative staff

Total of all in-kind contributions

Contribution to postsecondary institution 
overhead

Herrmann264073Valid



6 - 8

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

5,000 5,000 5,000

0 0 0 0 0

0 0 0 0 0

57,688 57,688 57,688

CGGVeritas
CONTRIBUTIONS FROM SUPPORTING ORGANIZATIONS

Year 1 Year 2 Year 3 Year 4 Year 5

Cash contributions to direct costs of 
research (Transfer amounts to page five (5);
except those for the Ship Time program.)

Personal identification no. (PIN)

Form 101 (2010 W), page 6 of 9 PROTECTED WHEN COMPLETED Version française disponible

Family name of applicant

section in the NSERC Program Guide for Professors concerning the eligibility of expenditures for the direct costs of research and the regulations

Name of supporting organization

Use of Grant Funds

4)

5)

6)

1)

2)

3)

In-kind contributions to direct costs of
research

Salaries for scientific and technical
staff

Donation of equipment, software

Donation of material

Field work logistics

Provision of services

governing the use of grant funds 
regarding the eligibility of in-kind contributions.  

, and Guidelines for Evaluating Cost-Sharing Ratios and In-Kind Contributions in University-Industry 

Before completing this section, read the instructions for contributions from supporting organizations and consult the 

Collaborations 

Total of in-kind contributions to direct 
costs of research

1)

2)

3)

In-kind contributions to indirect costs of 
research (not leveraged)

9,813 9,813 9,813 9,813

0 0 5,000 5,000 5,000

Use of organization's facilities

Salaries of managerial and
administrative staff

Total of all in-kind contributions

Contribution to postsecondary institution 
overhead

Herrmann264073Valid



6 - 8

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

5,000 5,000 5,000 5,000
Cash Contributions 0 0 0 0 0

0 0 0 0 0

57,688 57,688 57,688 57,688

ION
CONTRIBUTIONS FROM SUPPORTING ORGANIZATIONS

Year 1 Year 2 Year 3 Year 4 Year 5

Cash contributions to direct costs of 
research (Transfer amounts to page five (5);
except those for the Ship Time program.)

Personal identification no. (PIN)

Form 101 (2010 W), page 6 of 9 PROTECTED WHEN COMPLETED Version française disponible

Family name of applicant

section in the NSERC Program Guide for Professors concerning the eligibility of expenditures for the direct costs of research and the regulations

Name of supporting organization

Use of Grant Funds

4)

5)

6)

1)

2)

3)

In-kind contributions to direct costs of
research

Salaries for scientific and technical
staff

Donation of equipment, software

Donation of material

Field work logistics

Provision of services

governing the use of grant funds 
regarding the eligibility of in-kind contributions.  

, and Guidelines for Evaluating Cost-Sharing Ratios and In-Kind Contributions in University-Industry 

Before completing this section, read the instructions for contributions from supporting organizations and consult the 

Collaborations 

Total of in-kind contributions to direct 
costs of research

1)

2)

3)

In-kind contributions to indirect costs of 
research (not leveraged)

9,813 9,813 9,813 9,813

0 5,000 5,000 5,000 5,000

Use of organization's facilities

Salaries of managerial and
administrative staff

Total of all in-kind contributions

Contribution to postsecondary institution 
overhead

Herrmann264073Valid



6 - 8

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

5,000 5,000 5,000 5,000
Cash Contributions 0 0 0 0 0

0 0 0 0 0

58,313 58,313 58,313 58,313

Petroleum Geo-Services (PGS)
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Year 1 Year 2 Year 3 Year 4 Year 5
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except those for the Ship Time program.)
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3)

In-kind contributions to direct costs of
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Donation of equipment, software

Donation of material

Field work logistics

Provision of services

governing the use of grant funds 
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Collaborations 

Total of in-kind contributions to direct 
costs of research

1)

2)

3)

In-kind contributions to indirect costs of 
research (not leveraged)

9,188 9,188 9,188 9,188

0 5,000 5,000 5,000 5,000

Use of organization's facilities

Salaries of managerial and
administrative staff

Total of all in-kind contributions

Contribution to postsecondary institution 
overhead
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Collaborations 

Total of in-kind contributions to direct 
costs of research
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2)

3)

In-kind contributions to indirect costs of 
research (not leveraged)

9,188 9,188 9,188

0 0 5,000 5,000 5,000

Use of organization's facilities

Salaries of managerial and
administrative staff

Total of all in-kind contributions

Contribution to postsecondary institution 
overhead
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0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

5,000 5,000 5,000 5,000 5,000

0 0 0 0 0

0 0 0 0 0

59,063 59,063 59,063 59,063 59,063

Chevron
CONTRIBUTIONS FROM SUPPORTING ORGANIZATIONS

Year 1 Year 2 Year 3 Year 4 Year 5

Cash contributions to direct costs of 
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except those for the Ship Time program.)
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Collaborations 

Total of in-kind contributions to direct 
costs of research

1)

2)

3)

In-kind contributions to indirect costs of 
research (not leveraged)

8,438 8,438 8,438 8,438 8,438

5,000 5,000 5,000 5,000 5,000

Use of organization's facilities

Salaries of managerial and
administrative staff

Total of all in-kind contributions

Contribution to postsecondary institution 
overhead
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0 0 0 0 0
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0 0 0 0 0
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0 0 58,313 58,313 58,313
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Budget Justification
Industry support
Summary DNOISE II will run from August 1, 2009 to July 31, 2014. In year one DNOISE II
seeks to match the established support from three oil companies and one service company. In later
years, DNOISE II is projected to grow to four oil companies and two contractors in year two and
to six oil companies and three contractors in year three to five. This amounts to a funding request
of $294k for year one, of $351k in year two, and of $525k in years three to five, totaling to $2220k
over five years. For this period, the funding from four companies is secured and the prospective
growth is based on interest from particular companies (see below) towards DNOISE II. In case,
we do not meet the prospected support level, we will scale back the budget accordingly. Where
possible, the numbers in the budget were derived from actual expenditures incurred during the first
DNOISE project.

Cash contributions Volatility in the world economy and oil price have had a detrimental impact
on the level of support from industry towards academic research programs such as DNOISE. De-
spite the grim economy outlook, we have been able to secure support from industry and we have
good reason to believe that this support will increase over the duration of this project. Refer to
Table 1, and Form 101 for the current and projected support. We included the names of additional
companies because these companies expressed interest in joining this project in the future.

The amounts listed in this proposal exclude 12.5% overhead charged by the University of
British Columbia and other line items that can not be matched by NSERC. Because of these exclu-
sions, the amounts stated by our industrial partners on the Form 183A may differ from the amounts
included in our budget. Moreover, the fees for the companies are different depending on whether
they are oil or surface companies or whether they need access to the Discrete Curvelet Transform
Library ($5k annually, see user fee section in §2).

Year

Company 1 2 3 4 5

BP Group∗ × × × × ×
BG International × × × × ×
Chevron × × × × ×
WesternGeco/Schlumberger × × × × ×
ION 0 0 × × ×
PGS 0 0 × × ×
Company Y 0 0 × × ×
ArmadaHess 0 0 0 × ×
CGGVeritas 0 0 0 × ×

Table 1: Actual and forecast industrial support

In-kind contribution The success of this project depends on applying our algorithms to real
data. Our relationship with the supporting companies gives us access to such data. In addition,
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we will seek licenses from Landmark for their professional seismic-data processing software suite;
these licenses are counted as in-kind contributions.

1 Salaries and benefits
Salaries and benefits details Students and postdoctoral fellows (PDFs) participate actively in all
aspects of the proposed research. Students are expected to spend internships with the companies.
These activities give rise to increased time pressure. Whenever possible, we try to relieve students
from teaching-assistantships beyond that required by their program of study. Official starting dates
for students are September 1 and January 1. Full-time equivalent (FTE) salaries are given in
Table 2. The benefit rates are set according to UBC’s policy. The number of students that will be
supervised in each year is given in Table 3.

Category Salary ($000s) Benefit rate (%)

MSc 16.5 1
PhD 19.0 1
PDF 55.0 10

Table 2: Costs for students, postdoctoral fellows, and other scientific personnel

Year

Category 1 2 3 4 5

MSc 2 4 5 5 5
PhD 3 5 9 9 9
COOP 1 1 3 3 3
PDF 4 4 5 5 5

Table 3: Number of students postdoctoral fellows supervised

In order to bridge potential gaps in the hiring, whenever possible we will make our new students
temporary research assistants before they formally enroll. The salaries that are expected to be spend
for this bridging are reflected in the budgeted FTE. The detailed hiring schedule is given in Table 4.

The success of DNOISE II depends largely on our ability to rapidly prototype and dissemi-
nate our algorithms. To accomplish these tasks, a versatile software environment is needed that
allows for code reuse, rapid parallel implementation, and for the creation of reproducible research.
As part of reproducible research, source code is released as an integral part of the dissemination
of our research findings. Inclusion of source code—a model advocated by Jon Claerbout and
David Donoho—allows the research community to easily reproduce and build upon our research.
Since the success of DNOISE II depends for a large part on the successful communication of our
research, support personnel is essential to assist DNOISE II’s researchers in the development, (par-
allel) implementation, and field testing of the algorithms and in the preparation of the reproducible
reporting. The proposed support team consists of a scientific/systems programmer, whose main
responsibility is the development and support of scientific software, and maintenance of the our
compute cluster.
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Year

Category 1 2 3 4 5

Herrmann

MSc 2 2 3 3 3
PhD 2 3 4 4 4
COOP 1 1 1 3 3
PDF 3 3 4 3 3
Junior prog. 0.25 0.5 1 1 1
Scientific prog. 0.75 0.80 0.85 0.85 0.85
Research assoc. 0.5 0.5 0.75 0.85 0.85
System person 0 0.50 1 1 1

Yilmaz

MSc 0 1 1 1 1
PhD 1 1 2.5 2.5 2.5
COOP 0 0 1 1 1
PDF 0.5 0.5 0.5 1 1

Friedlander

MSc 0 1 1 1 1
PhD 1 1 2.5 2.5 2.5
COOP 0 0 1 1 1
PDF 0.5 0.5 0.5 1 1

Table 4: Time schedule for supervision of each PI

The junior scientific programmer and summer COOPs will assist DNOISE II team members
with algorithm implementation in the object-oriented parallel software environment and with the
technical aspects of preparing the reproducible research.

As DNOISE IIprogresses, the research associate will be primarily responsible for conducting
real case studies using the technology that we develop. This person will also be responsible for
project management and the distribution of our technology in the form of reproducible research
to the sponsors and to the research community as a whole. This research associate will help
coordinate our semi-annual meetings and workshops, and the field tests on the data sets provided
by industry.

Salaries and benefit rates for non-student staff are given in Table 5 Cost of living adjustments
are not included.
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Category Salary ($000s) Benefit rate (%)

COOP $25.2 8
Junior scientific programmer 25.2 8
Scientific programmer 70.0 18
Research associate 55.0 18

Table 5: Costs for non-student staff

2 Equipment or facility

Category Year 1 Year 2 Year 3 Year 4 Year 5 Total

a) Purchase or rental 35,500 6,000 14,500 10,000 10,500 76,500
File server, RAID storage/backup 26,500 - - - - 26,500
Desktops 6,000 6,000 14,000 10,000 10,000 46,000
LCD projector 3,000 - 500 - 500 4,000

b) Operation or maintenance 23,633 15,956 53,000 49,656 53,500 195,745
Cluster service contract - - 20,000 20,000 20,000 60,000
Back-up software 900 - - - - 900
Replacements/repairs 1000 1500 2000 2500 2500 9,500
Parallel Matlab (cluster) 11,400 9,700 22,400 22,400 22,400 88,300
Cluster operating system 2,400 2,400 2,400 2,400 2,400 12,000
Desktop software 3,833 1,856 5,700 1,856 5,700 18,945
Desktops Operating sys. upgrades 3,000 500 500 500 500 5,000
Servers Operatings sys. upgrades 1100 - - - - 1,100

c) User fees - - - - - -
Caltech license CurveLab Library 15,000 15,000 15,000 15,000 15,000 75,000

a) Purchase or rental Each member of the DNOISE II research team is provided with a personal
workstation and centralized facilities for backup and printing. These personal workstations are
intended for reporting, code development and small pilots. From our experience running DNOISE,
the average life time of our workstations and centralized file-, printer-, and webservers is three to
five years. Our budget is based on a scenario where equipment is gradually replaced and where
there is room to deal with unforeseen calamities such as hardware failures. We will account for
increases in maintenance fees due to the aging our equipment (see below). During DNOISE, we
did not include the replacement of our equipment in our budget. This explains the relative large
costs at the beginning of the project towards replacement. The desktops purchases are proportional
to the new arrivals in the group. The semi-annual costs for the LCD projector cover replacement
of the bulb.

The main expenses include: replacement of the our workgroup file/web Xserver ($5k), storage
(RAID) array ($5k), and tape backup facility ($5k). We also plan to gradually replace our desktops,
and printing facility.

The budget for the original DNOISE project contained a large line item in support of our com-
pute cluster. Recently, we updated this IBM cluster from 36 computational nodes (144 CPU-cores)
to 36 nodes with eight CPUs each (288 CPU-cored) through a $200 k Western Economical Diver-
sification Grant. This upgraded facility meets our hardware requirements.
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(b) Operation and maintenance costs The amounts requested for this budget item are based on
costs we incurred during DNOISE. These costs include installation and maintenance of equipment;
technical support for researchers; operational costs for print, file and network servers; printing and
copying; and similar direct costs. Unfortunately, the Department of Earth and Ocean Sciences has
and will not provide us with support towards these items. During DNOISE these costs amounted
in total to $ 31k, and we expect, except for increasing hardware maintenance related to older
equipment, these costs to remain roughly the same. However, there is a significant increase related
to the license fees associated with the Parallel Matlab Library.

Our operational costs also include recurring license fees for the compilers suite on the cluster,
and word processing, presentation software, and upgrades for the operating systems on our desk-
tops and file/print/web servers. Depending on the license model, we strive towards sharing licenses
and the number of shared licenses is based on the number of concurrent users. Each team member
uses one matlab license ($1k per license) and 1/3 Mathematica license. The academic license fees
for iworks, MS Word, Adobe Acrobat Professional, and Mathematica range between $200-300 per
individual license. The cost for the annual matlab license $ 300 and the cost for the Parallel Tool-
box $ 350. This individual toolbox is used for interactive development and interactive testing of
our algorithms on our desktops. After initial software development, we will run our algorithms for
large-scale problems on the cluster. This will mostly be done in batch mode and requires a license
for the Parallel Matlab Toolbox with a certain number of workers. These workers allow us to run
Parallel Matlab jobs on many CPUs allowing us to solve problems that require many computations
and that have a large memory imprint. The license fees of this Toolbox depend on the number of
workers, i.e., the number of CPUs (see Table 6). Because the development and implementation
of our paralell algorithms will need some time, we envision a gradual increase of the number of
workers, and hence the requested license fees. These fees start at $ 11.4k serving 64 nodes to
ramp up in year three towards 256 nodes at $ 22.4 k. These cost include three additional licenses
to control large-scale jobs. This scenario also allow us to throroughly evaluate the use of Parallel
Matlab as our development environment.

Year

1 2 3 4 5

# of workers 64 × 128 × 256 × 256 × 256 ×
perpetual license costs (US $ 000s) 9.5 6.5 16 16 16
20% annual maintenance fee (US $ 000s) 1.9 3.2 6.4 6.4 6.4
Total (US $ 000s) 11.4 9.7 22.4 22.4 22.4

Table 6: License and annual licence costs for the Parallel Matlab Toolbox on the cluster

Finally, there are costs related to the PROMAX seismic-data processing software for which we
are in the process of getting a license as part of an in-kind contribution. This in-kind contribution
may not cover yearly maintenance fees for the external SQL database that is required by this
software package.

Above amounts do not include the costs related to installation of these software packages and
the maintenance of our compute systems that are taken care of by our junior and senior scientific
programmers (see §1).
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(c) User fees A large number of our algorithms use the Fast Discrete Curvelet Libary developed
at the California Institute of Technology. To test our algorithms, our supporting companies need
access to this software libary, which is not free for for-profit companies. The University of British
Columbia Industrial Liaison Office negotiated an agreement with Caltech, which allows companies
to run our software deliverables. The costs of this Library is $5k annually and gives companies
that do not have a license the ability to test our software. However, this license does not give the
companies the ability to use this Library outside of the scope of the DNOISE II project.

3 Materials and supplies

Category Year 1 Year 2 Year 3 Year 4 Year 5 Total

a) Office material $3,410 $1,930 $1,930 $1,930 $1,930
Back-up tapes $1,660 $180 $180 $180 $180
Printing costs $1,750 $1,750 $1,750 $1,750 $1,750

(a) Office equipment including long-distance phone, photocopier, printing, poster reproducing
costs and fax charges. Includes also basic office equipment such as a fax and copy machine, a
stapler, etc. We also need a storage facility for DNOISE II’s (financial) administration, reports,
backup tapes, software etc.

4 Travel

avg # Cost
Category trips/yr pp per trip Year 1 Year 2 Year 3 Year 4 Year 5

Conferences $25,855 $36,400 $ 46,550 $46,550 $46,550
Domestic–student 1 $1,250 $3,125 $5,625 $8,750 $8,750 $8,750
Domestic–other 1 $1,850 $7,400 $11,100 $12,950 $12,950 $12,950
Int’l–student 1 $1,660 $5,810 $5,395 $5,810 $5,810 $5,810
Int’l–other 1 $2,380 $9,520 $14,280 $19,040 $19,040 $19,040
Total conferences $25,855 $36,400 $ 46,550 $46,550 $46,550
b) Field-work - - - -
c) Project-related travel 6,000 6,000 7,000 7,000 7,000
d) Project meeting 5,000 5,000 5,000 5,000 5,000
Sub-total $36,855 $47,400 $58,550 $58,550 $58,550

(a) Conferences This includes travel for students, PDFs, and faculty. The students go to at least
one conference annually. The travel expenses cover one or two domestic conferences per year
and one international conference per year. The costs for domestic trips are based on $1250 ($250
lodging, $250 Food, $700 airfare, $50 conference fees) for students and $1850 ($500 lodging,
$250 Food, $700 airfare, $400 conference fees) for non-students. The costs for international trips
are based on $1660 ($300 lodging, $300 Food, $1000 airfare, $60 conference fees) for students
and $2380 ($600 lodging, $300 Food, $1000 airfare, $480 conference fees) for non-students.

(c) Project related travel covers visiting academic collaborators and trips to industrial partici-
pants in DNOISE II. Since industry is sponsoring, they will typically not reimburse travel expenses
of DNOISE II team members visiting their companies. $33k annually will cover these travel costs.
These funds will NOT be used to support travel of people from the supporting companies.
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(d) Project meeting covers the costs to organize the semi-annual meetings. One small meeting
will be held in Europe. It is agreed with the advisory committee that there will be an annual
meeting in Europe and a larger meeting in British Columbia. These meetings will bring at least one
participant per company and will take place over one-to-two days and include lodging, conference
room, and food. $5k annually will cover these travel costs.

5 Dissemination

Year 1 Year 2 Year 3 Year 4 Year 5

a) Publication costs $4,000.00 $ 4,000.00 $6,500.00 $6,500.00 $6,500.00
b) Annual report and webcast $4,500.00 $4,500.00 $4,500.00 $4,500.00 $4,500.00
c) Annual meeting costs $4,000.00 $17,500.00 $17,500.00 $17,500.00 $17,500.00
Sub-total $12,500.00 $26,000.00 $28,500.00 $28,500.00 $28,500.00

(a) Publication costs The reporting as part of DNOISE is scheduled for year 2 and year 3. $5k
per annum covers the publication costs.

(b) Annual report and design website and webcast Electronic publication of the reproducible
annual report and the webcasts are set to increase as the project ramps up. At the Seismic Labora-
tory for Seismic Imaging and Modeling (SLIM), we have had favorable experience with webcasts
which save on travel expenses. The funding will be used to remove certain incompatibilities.

Annual meeting costs One of the main vehicles to desseminate our DNOISE II’s research find-
ings is the organization of an annual consortium meeting. During these meetings, each of the group
members gives one or more presentation(s). These costs cover rental of the conference room and
a social event. These cost will not cover the travel and lodging costs of our indutrial partners.
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Relationship To Other Research Support

Relationship to other research: Dr. M. Friedlander
Dr. Friedlander currently holds a Natural Sciences and Engineering Research Council of Canada NSERC
Discovery Grant of $22,000 per year, for the years 2004–2007. The title of the grant is “Large-Scale Non-
linear Optimization”. This grant supports a broad research program for the development and analysis of
algorithms for the solution of large-scale optimization problems. This grant currently supports one Ph.D.
student who is working algorithms for PDE-constrained optimization problems. It also covers related
equipment and travel expenses.

Relationship to other research: Dr. Ö. Yilmaz
Dr. Yılmaz currently holds a Natural Sciences and Engineering Research Council of Canada NSERC
Discovery Grant of $16,000 per year, for the years 2004–2009. The title of the grant is “Approximation
Theory of Quantization of Redundant Expansions”. This grant funds Dr. Yılmaz’s long term research
program on establishing a comprehensive theory of quantization for redundant expansions. Currently, one
M.Sc. student is being supported by this grant.

Relationship to other research: Dr. F. J. Herrmann
Dr. Herrmann currently holds a Natural Sciences and Engineering Research Council of Canada NSERC
Discovery Grant of $ 19,000 per year, for the years 2006-2011. The title of the grant is “Multi-scale imag-
ing and modelling of seismic reflectors”. This grant funds Dr. Herrmann’s long term research program
on the detection and characterization of unconformities in the Earth subsurface. This funding is used to
support a MSc. student, computer equipment and travel.

1
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1 Research objectives
This proposal describes a comprehensive five-year continuation of our research program in dy-
namic nonlinear optimization for imaging in seismic exploration (DNOISE). DNOISE II builds on
a proven track record of a multidisciplinary research team that conducts transformative research in
the fields of seismic-data processing, imaging, and inversion. The overarching goal of the original
DNOISE program can be summarized simply:

1) “How to image more deeply and with more detail?”

To help confront current pressures in the oil and gas industry, we continue to keep this focus, and
add the additional question:

2) “How to do more with less data.”

To answer these questions, we will develop a solid foundation for seismic data processing, imaging,
and inversion from simultaneous source acquisition using ideas from compressive sensing (CS)—
a research area according to whose principles we have and will continue to develop important
breakthroughs in exploration seismology. With DNOISE II, we continue to adapt and expand de-
velopments in applied harmonic analysis and scientific computing, with an emphasis on acquisition
design, sparsity-promoting recovery and seismic data processing, imaging, and inversion. We will
integrate these results with PDE-constrained optimization based on our large-scale time-harmonic
Helmholtz solver. With this approach, we will be able to robustly incorporate the physics and
come up with concrete implementations for the next-generation of seismic processing, imaging,
and inversion solutions.

2 DNOISE I: Status Report
Over three years, the first DNOISE project resulted in twelve journal publications (one in review),
fifty expanded abstracts for the SEG/CSEG/EAGE, 70 talks (excluding our talks held during the
Consortium meetings). During this project, four graduate (five MSc and one PhD), and two under-
graduate students completed their degrees. (Two more PhD students will graduate within a year.)
Two post-doctoral fellows (PDFs) finished their tenure, and two PDFs continue to be employed.
DNOISE also employed two junior scientific programmers, two undergraduate coop students, and
one senior programmer. Below we describe in detail our main successes (and fumbles), and new
research areas that grew out of DNOISE and which we would like to pursue as part of DNOISE II.
The following summary mirrors the outline of the original DNOISE proposal.

2.1 Construction of directional frames for seismic processing & imaging

As part of this project, we set out to address the following three questions. First, can the prin-
ciples of CS be used to construct and measure the effectiveness of certain redundant transforms
for seismic applications? DNOISE’s success hinged largely on the ability of curvelets to solve
a wide spectrum of problems in seismic data processing [36], including missing-trace interpola-
tion [23,32], primary-multiple separation [37,74], and migration-amplitude recovery [30,33]. One
of the outstanding open problems in the community is to understand why curvelets excel in so many
seismic applications. For instance, curvelets work well for missing-trace interpolations. However,
they are less effective for interpolation from missing angular frequencies; this is an example in
which notions such as mutual coherence and sparsity do not provide satisfying answers [41].
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Second, can we design certain acquisition strategies that favor recovery by sparsity promotion?
Our jittered sub-Nyquist sampling approach [23] demonstrates that sparse-recovery techniques ben-
efit from a sampling scheme that tames potentially harmful aliases into relatively harmless noise.
In conjunction with curvelet-based recovery, this sampling scheme has been implemented and fully
tested. This work is considered by industry to be transformative, and calls for commercialization
have been made. Extensions of this methodology to higher dimensions [64, 65] and unstructured
grids [19] remain mostly open. Aside from designing strategies for the design of acquisition grids
according to the principles of CS, DNOISE has also established an important connection between
recent developments in simultaneous-source acquisition [7] and CS [31, 49]. With DNOISE II, we
plan to further expand on this exciting connection [42].

Third, can we extend certain transform techniques to unstructured data? We have partly an-
swered this question by implementing and testing the nonequispaced curvelet transform [19, 22].
We have provided partial answers, though deep theoretical questions remain [40].

In summary: We made significant progress in answering each of these questions. Some impor-
tant highlights include: calls from industry for commercialization; being featured as a “nugget” by
the Institute of Pure and Applied Mathematics, which included a plenary talk at the NSF workshop
“Cyber-Enabled Discovery and Innovation: Knowledge Extraction”; the EAGE Arie Van Weelden
Award for our recent PhD graduate Gilles Hennenfent; and the plenary talk “Sub-Nyquist sam-
pling and sparsity: getting more information from fewer samples” to presented by the PI during
the Recent Advances and Road Ahead Session of this year’s SEG [28]. Several important open
problems remain, which will be addressed by DNOISE II: (i) multidimensional acquisition design
to minimize imprint of sub-Nyquist sampling; (ii) extension of wavefield recovery to optimization
problems that involve convex and nonconvex regularization functions that include prior informa-
tion on the wavefield; and (iii) extension of these methods to recovery from compressively or
simultaneously acquired/modeled data. In this last application, sub-sampling artifacts are removed
using an approach similar to jittered sampling (in this case, simultaneous sources) that reduces
interference, followed by a sparsity-promoting recovery.

2.2 Sparsity enhancement through convex programming

As part of this project, we set out to address the following questions. First, can we design and
implement extremely large-scale `1 solvers for matrix-free CS problems in exploration seismol-
ogy? The sheer size of problems in exploration seismology proved to be extremely challenging.
However, we made significant progress on this important topic by developing two descent-based
methods. The first is an iterative soft-thresholding algorithm with cooling [23, 32] (implemented
as part of our trace-interpolation software released to industry). The second is SPGL1, a solver
for large-scale sparse reconstruction problems based on a root finding method. SPGL1 is publicly
available and has seen wide use. Both methods have proven to work well on the inversion of un-
derdetermined systems that emerge in the field of CS. The `1-`2 Pareto curve [5] gives a unified
framework for studying the effectiveness of sparse-recovery solvers [25]. Although SPGL1 has
been demonstrated to be one of the most effective solvers available [4], further work is needed to
scale this solver to problems that require out-of-core or parallelized in-core implementations. Our
out-of-core 3-D interpolation results were obtained using our iterative thresholding algorithm.

Second, can we use other sparsity-promoting norms, such as weighted-`1 and `p (0 < p < 1),
to improve recovery? This is a complicated question and a topic of current active research in the
field of CS [10]. During DNOISE, we have been able to make progress in the following areas.
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First, we have been able to derive a Bayesian sparsity-promoting wavefield-separation technique
where the predictions for the to be separated signal components are used as weights for the `1

norms [57, 74]. This method was implemented by generalizing our soft-thresholding algorithm.
We applied the resulting algorithm to successfully separate real 3-D data volumes, which we could
achieve with only a few iterations. We also made theoretical contributions toward understanding
sparse recovery via `p (0 < p < 1) norm minimization [56].

Third, can we combine sparsity-promotion with other phase-space regularization functionals?
We made substantial progress in this area as part of our work on seismic amplitude recovery [33].
However, a number of open questions remain that include the relationship between `p and other
energy functionals used in variational image processing (e.g., anisotropic diffusion), the choice
of appropriate function spaces, and the design and implementation of methods that exploit the
curvelet-coefficient phase-space structure exhibited by seismic data and images.

In summary: Sparsity-promotion, coupled with the curvelet tranform, has proven an essential
innovation within DNOISE. Our use of the Pareto curve as an algorithmic tool gave us a powerful
vehicle to study progress made by our solvers towards the `1 solution. Our findings showed that
our adaptive iterative thresholding algorithm, and SPGL1, are effective and scalable. We have ob-
served, however, that these (and many other) gradient-based methods can be extremely inefficient
on problems that involve the inversion of matrices that do not adhere to the principles of CS, e.g.,
deconvolution problems. As part of DNOISE II, we plan to work on a new generation of solvers
that are based on Newton-type methods that can accommodate preconditioning techniques. We
will also work on the implementation of solvers that (i) exploit joint sparsity within prestack mi-
gration, (ii) can handle non-convex `p-norm problems with 0 < p < 1, and (iii) solve nonlinear
inverse problems with sparsity promotion.

2.3 Uniform uncertainty principles for seismic processing and imaging

2.3.1 Seismic data recovery and acquisition

We made substantial progress on developing the tools for sparse recovery from incomplete data.
However, we did not fully develop wavefield reconstruction techniques that employ—aside from
curvelet-domain sparsity—additional prior information regarding wave physics. This information
is typically encapsulated in migration-like focusing operators such as the focal transform [8], NMO
operators, or the full forward modeling operator. As part of DNOISE II, we propose to extend
our recovery methodology to wavefield inversion [34] from incomplete data [34, 35]. The latter
research direction emerged during DNOISE and which has applications that include recovery from
simultaneous acquisition [31], and the formulation of imaging and inversion from incomplete data.

2.3.2 Coherent signal separation and prediction

This project addressed the following main questions. First, can we come up with a coherent wave-
field separation scheme that is moderately insensitive to location, phase, and frequency-content er-
rors in the noise predictions? Second, can we come up with theoretical peformance estimates that
predict the separability of the signal components? We made significant progress on several fronts
regarding the first question. The second remains open—however, we do know that it is related to
the question of why curvelets perform so well on seismic data. We were able to derive, implement,
and test two complementary methodologies for primary-multiple separation and surface-wave re-
moval. Our first contribution involved the successful development of a stable curvelet-sparsity
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promoting separation scheme [29] through weighted `1. Because the original approach was too
sensitive with regard to the weighting, we used a Bayesian reformulation [57, 74] where the esti-
mation for the to be separated noise component(s) are constrained by the noise prediction(s). We
implemented and successfully tested this approach on synthetic and real data for both primary-
multiple separation (with the 2- and 3-D curvelet transforms) and surface-wave removal [76, 77]
(with the 2-D curvelet transform). Our second contribution involved an adaptive curvelet-domain
matched filter [36], which corrects for slowly varying errors in the noise predictions using phase-
space smoothness. This method was also implemented and tested on synthetic and real data (using
the 2-D curvelet transform) and is currently being evaluated for commercialization by Petroleum
Geophysical Services. We also made progress in the prediction of the noise components using
wavefield inversion [34, 35] with curvelet-domain sparsity promotion that eliminates the necessity
to do extensive matching. Finally, we developed a framework for the prediction of primaries from
simultaneous data [43]. During DNOISE II, we plan to (i) extend our Bayesian separation [57, 74]
method to different types of wavefield components; (ii) improve multiple predictions using wave-
field inversion techniques [34]; (iii) include migration-like operators, such as DMO, to limit the
spatial frequency content and hence improve separation in areas of high curvature (e.g. near the
apex); (iv) develop an SRME-type scheme for ground-roll removal using interferometric deconvo-
lution; (v) exploit the “inverse-data” space [6] to remove and/or use surface-related multiples; and
(vi) further development of our framework for prediction of primaries.

2.3.3 Preconditioning of imaging operators

This project addressed the question can we use the invariance and sparsity of curvelets under the
demigration-migration operator to correct the migration amplitudes and to precondition least-
squares migration? We worked on approaches that combine curvelet-domain sparsity and in-
variance under the demigration-migration operator [33]. Our activities included (i) the use of a
reverse-time migration code developed by William Symes on the SEG/EAGE AA data set [62];
(ii) a derivation of a new curvelet-domain matched filter (also used in adaptive primary-multiple
matching). In this case, the matched filter is used to estimate a curvelet-domain scaling (diago-
nal matrix) from a reference vector (typically the migrated image) and the remigrated reference
vector; (iii) the development of curvelet-based preconditioners that lead to a faster convergence of
CG-type methods such as LSQR [30].

Our work resulted in a theoretical result that bounds the error made by approximating the ac-
tion of the demigration-migration operator by curvelet-domain scaling. We also derived a method
to estimate the scaling from an image and a remigrated image through curvelet-domain matched
filtering that is regularized by penalizing curvelet-to-curvelet variations in the scaling. We also
developed a method to stably apply the correction via `1-norm regularized inversion of the scaled
curvelet transform [33]. We plan to implement curvelet-domain matched filters for migration oper-
ators that are 3-D.

We were not able to extend our preconditioning to prestack imaging because a suitable prestack
migration code was not available. We therefore shifted our attention to the design and implementa-
tion of our own prestack imaging code based on an implicit solver for the time-harmonic Helmholtz
equation [18]. We leveraged this latest preconditioner [18] [15] based on a new multi-level Krylov
method that guarantees, as opposed to previously proposed preconditioners [53], numerical conver-
gence for fine mesh sizes and high angular frequencies. This work reduces the number of iterations
for the implicit Helmholtz solver from O(n) down to O(1), and yet the cost of the preconditioner
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only grows asO(n log n) as compared to theO(n2) cost of the original operator. (Here, n is related
to the size of the grid.) The result is a time-harmonic solver that has the same order of complex-
ity as time-domain finite differences. We will use this solver to develop our own time-harmonic
wave-equation migration code.

2.3.4 Compressed imaging

The main question addressed in this project was how to reduce the numerical cost of imaging ei-
ther by using invariance of curvelets under migration operators, or by reducing the size of seismic
data volumes? Our recent work on wavefield extrapolation [45] and simulation [30, 44] revealed
that the second part of this question was prophetic. Both contributions extensively used results
from CS to decrease the computational complexity of wavefield computation. The first contribu-
tion involved an explicit solver where the eigenfunctions of the Helmholtz equation were used
as a measurement matrix. This approach leads (as subsequently confirmed by recent theoretical
work [12]) to a natural parallelization and a reduction of the size of the operators that depends on
the sparsity of the extrapolated wavefield. This work was presented as part of a plenary talk at the
2007 AMS von Neuman Symposium [1]. Some care is needed, however, because the sheer size
of 3-D seismic problems precludes explicit solvers. Therefore, we shifted our attention towards
preconditioned implicit solvers for the time-harmonic Helmholtz equation [15]. By establishing a
direct connection between simultaneous-source acquisition [3, 49] and CS, we rigorously justified
earlier work [7, 55]. We showed that with the appropriate choice of the simultaneous source func-
tions, substantial gains can be made in reducing the number of shots (i.e., the number of source
experiments) and the number of angular frequencies [31]. The amount of reduction is prescribed
by CS theory and depends on transform-domain sparsity of the simulated wavefield.

These applications are examples of alternative methods to reduce the computational costs of
solving PDEs, where we no longer seek to diagonalize the solution operator, and instead seek CS-
like methods that reduce the dimensionality and exploit transform-domain sparsity. This can be
interpreted as a form of diagonalization where the transform preserves sparsity for a whole class
of solution operators. As a result, the solution can be subsampled with a rate that is on par with the
transform-domain sparsity. This observation forms one of the key motivations of DNOISE II, where
we plan to invoke these ideas throughout the work flow, starting from (simultaneous) acquisition
design and processing of simultaneously acquired data, through to the process of imaging and
inversion. This new compressive approach will yield a distinct advantage over traditional methods
because the acquisition and computational costs will be comparable with the required amount of
detail in the final result of the imaging/inversion procedure.

2.3.5 Seismic deconvolution and denoising

We worked on answering the following question: how to exploit CS theory to solve the deconvo-
lution problem for cases where the reflectivity can no longer be considered as a series of spikes?
We tackled this issue in two ways. First, we continued to use curvelet-domain sparsity as a prior
that allowed use to solve this problem for a class of reflectivity models that sparsifies in this do-
main [11, 38]. (Kumar defended his MSc on this topic and the topic of curvelet-based denois-
ing [39].) We used SPGL1 to solve the associated sparsity-promoting program, which led to a
significant improved performance. We are also starting to work on blind-source deconvolution.
Jointly with Dr. Beatrice Vedel, we investigated theoretical bounds for the detection and estima-
tion of fractional-order transitions, which leads to a failure of classical one-norm based deconvo-
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lution. We were able to come up with a practical detection-estimation scheme that estimates the
fractional-order of transitions. With these estimated orders, we were able to well tie the imaged
opal-A (Amorphous) to opal-CT (Cristobalite/Tridymite) transition in the North Sea West of the
Shetlands [46, 47]. We also came up with a singularity-preserving upscaling scheme [27].

2.3.6 Parallel development environment

We developed the SPARCO Matlab toolbox, which facilitates rapid prototyping with in-core matrix-
free operators [69], and also developed the Python package SLIMPY, which implements out-of-
core Unix pipe-based operators. The latter includes the development of a parallel file system in
support of our windowed parallel curvelet transform [66]. SPARCO is used extensively by our spon-
soring companies and our software releases have been used extensively to evaluate our algorithms.
Finally, we also made some of our papers reproducible using the Madagascar package, and we
developed a more flexible reproducible research system, REPRO [24], released to Sourceforge.

In summary: We made significant progress on many of DNOISE’s milestones regarding the
application of new transform-based techniques. Our software implementations have been tested
against real data, and are now widely distributed along with reproducible documents. We would
like, as part of DNOISE II, to expand these efforts. This will require continued development of our
parallel development environment and investment in hardware. (Separately, we secured a $200k
upgrade for our cluster.) In order to ensure that students can complete their implementations in
reasonable time frames, we will migrate to the Parallel Matlab Toolbox.

3 DNOISE II
With the current surge in demand for oil and gas exploration, and the need for sustainable pro-
duction, the seismic industry is struggling with two important questions: How to cope with the
increasing demand for seismic data, and the increasing data volumes that need to be processed?
How to obtain more information from the observed waveforms? As part of DNOISE II, we plan to
tackle these important questions by completely redesigning seismic methods using the principles
of CS. Our approach will follow two complementary design philosophies: the classical approach
where seismic data is subjected to a number of processing steps; and the “holistic” approach of
full-wave form inversion. Our main strengths lie in (i) our ability to take deep results in computa-
tional harmonic analysis and turn them into practicable and concrete ground-breaking solutions to
vital problems in seismic exploration; (ii) our results on sparse recovery and simultaneous source
modeling [31] to full-waveform inversion using adjoint-state methods that solve a compressively-
sampled and sparsity-promoting PDE constrained optimization problem; and (iii) our ability to
compare the redesigned processing flow with the “all-at-once” full-waveform methodology. These
efforts will proceed in tandem with the following research topics.

3.1 Research objectives & outcomes

Compressive acquisition and sparse recovery: The monetary costs and turn-around times of
seismic processing are crucial factors in modern-day exploration seismology. We will continue to
leverage and adapt findings from CS towards a complete redesign of seismic acquisition and subse-
quent processing. In particular, we plan to improve on current acquisition design by incorporating
our work on jitter sampling [23, 64, 65] and simultaneous-shot simulation [31]. We also plan to
improve on sparse recovery, through selection and adaptation of multiscale and multi-directional
transforms including wave-equation based techniques, and the design and implementation of large-
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scale solvers that promote joint sparsity. Outcome: A new methodology for exploration seismol-
ogy where the costs of acquisition and processing are no longer dominated by the size of the survey
area, but instead by the sparsity exhibited by seismic data volumes.

Free-surface removal: The presence of the free surface and a difficult to control source function
represent two formidable challenges impeding the success of linearized seismic imaging. Failure
to handle these challenges has detrimental effects on migration and migration velocity analysis.
Therefore, we will continue to develop techniques that exploit transform-domain sparsity [74] and
phase-space adaptation [37] to improve the removal of surface-related coherent noise components.
Our activities will also include joint primary-impulse response prediction and source-function es-
timation based on separable least squares and sparsity promotion [43]. Our methodology will be
applied to multiple and ground roll removal. Outcome: Wave-equation driven wavefield separa-
tion methodology that limits removal of primary energy through improved prediction, matching,
and separation.

Compressive modeling for imaging and inversion: Access to a fast, parallel, and scalable
modeling capability is key to the design of imaging technology, through linearization, and full-
waveform inversion, through partial-differential-equation (PDE) constrained optimization [51,52].
Because imaging and inversion both rely on correlations of the time history, we will further develop
our implicit time-harmonic Helmholtz solver [18] [15–17,44], including a parallel implementation
for large models with N ∼ 10003 grid points. We will include density-variations and extend
our solver to elastic media. For scalability, we will generalize our preconditioned iterative solver
to handle large numbers of shots (i.e., right-hand sides). This modeling capability will also in-
clude our recent work on simultaneous-source simulation [31] where the solution is subsampled
deliberately according to the principles of CS. Outcome: A new implicit scalable time-harmonic
full-waveform modeling utility with a numerical complexity comparable to time-domain finite dif-
ferences, and additional cost reductions commensurate with the transform-domain sparsity of the
solution.

Compressive wave-equation based imaging and inversion: The success of imaging and full-
waveform inversion hinges on our ability to mitigate three key impediments, namely (i) the pres-
ence of (nonlinear) effects of the free surface and the source function, which either violate assump-
tions underlying linearized imaging, or lead to additional nonlinearities and calibration issues in
inversion, (ii) the increasing size of seismic data volumes that call for increasing computational
resources in a time where Moore’s Law is under strain, and finally (iii) the non-uniqueness asso-
ciated with the full-waveform inversion problem that is known to be multimodal. We tackle the
first two challenges by integrating our free-surface removal technology [43], which extends and
benefits from compressive sensing [28], into to-be-developed sparsity-promoting formulations for
imaging and inversion. We plan to address the uniqueness problem of full-waveform inversion
through a combination of continuation methods that sweep from coarse to fine scales [52] and
focusing through mixed (1,2)-norm minimization [26]. Outcome: A imaging and full-waveform
technology that leverages our contributions on simultaneous acquisition design, Helmholtz solvers,
sparsity promotion for prestack migration, and a solver for PDE-constrained optimization.

Parallel development environment: The development and implementation of imaging and full-
waveform inversion algorithms in 3D is a challenging task within an academic research envi-
ronment. To meet this challenge, we plan to combine the development of a parallel version of
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SPARCO [70], using the Matlab’s Parallel Toolbox, with selective low-level implementations of our
wave solvers. We will also continue to work with the development of our reproducible research
environment. Outcome: An environment that allows us to disseminate our research findings and
evaluate our algorithms on real data.

3.2 Research approach

This ambitious research program puts us in the unique position to contribute to fundamental prob-
lems in the current seismic processing flow, which is designed to process data such that it ap-
proximately adheres to the linearized forward model (Born approximation). Our approach offers a
controlled pathway towards a formulation of full-waveform inversion according to the principles of
CS. Our aim is to design new acquisition methodologies that bring acquisition and computational
costs on par with the complexity or desired resolution of the end product. We will effect a gradual
shift from sequence-based seismic processing towards a more holistic wave-equation driven ap-
proach. By combining joint-sparsity promotion with adjoint-state methods for the wave equation,
we aim to mitigate the adverse effects of (deliberate) under sampling and non-uniqueness of full-
waveform inversion. Our systematic effort requires integration of our software with commercial
seismic-processing software and hardware to assess each component on real data.

3.3 Scientific team

Our core team of researchers consists of three tenured faculty members from the Department of
Earth and Ocean Sciences, Mathematics, and Computer Science. Albeit our scientific backgrounds
differ greatly, we have been able to build a tight-knit interdisciplinary group of (under)graduate
students, post-doctoral fellows, scientific personnel, and international collaborators. These col-
laborators include Dr. Dirk-Jan Verschuur from the Delft University of Technology, Engineering
Physics; Dr. Yogi Erlangga (PDF scheduled to leave in November) from Al-Faisal University,
College of Sciences, Mathematics, Riyadh; Dr. Chris Stolk, University of Amsterdam, Mathemat-
ics; Dr. Alex Powell from Vanderbilt University, Mathematics; Michael Saunders from Stanford
University, Management Science and Engineering.

Running a truly interdisciplinary team is always a challenge. During DNOISE, we have been
able to overcome this challenge by a number of activities. These include the organization of a
weekly joint seminar series; regular meetings amongst the PIs, co-advising of students, fostering
of collaborations amongst the team memmbers, which has resulted in numerous publications; and
the establishment of international research collaborations.

Our weekly meetings, which involve all DNOISE team members, particularly contributed to-
wards the development of a common language and numerous instances of cross fertilization. These
collaborations have resulted in a steady stream of publications and exposed our students to differ-
ent disciplines. During DNOISE II, we plan to continue to expand our collaborations, and we are
particularly excited with the arrival of Dr. Eldad Haber, NSERC Industrial Chair in Computational
Geophysics, at UBC. Dr. Haber has expressed a keen interest in working with our group.

In summary, the DNOISE II project involves people from a wide variety of fields with comple-
mentary skill sets that vary from applied to theoretical. This combination of people with different
backgrounds is unique in the field of exploration seismology.
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3.4 General deliverables

DNOISE II aims to disseminate its research through refereed journal papers, expanded conference
abstracts, reports and annual meetings with the supporting companies. To facilitate dissemina-
tion our papers and reports will be published in the form of reproducible research including the
source codes necessary to reproduce the results. In addition, software releases will be prepared
that include manuals of our software, test and field data cases.

4 The proposed research
The action items are bold-faced numbered and appear on the activity schedule of form 101.

4.1 Compressive acquisition and sparse recovery

Sparse recovery is the machinery that undergirds our research. It involves the inversion of under-
determined matrices through sparsity promotion. Its success hinges on the interplay of three key
components: (i) a sparsifying transform that compresses seismic data and images; (ii) a subsam-
pling strategy that reduces coherent aliases; and (iii) a recovery method by sparsity promotion. To
further improve recovery—i.e., from fewer samples or with higher quality—we will also work on
(iv) sparse recovery with source-receiver reciprocity; (v) joint-sparsity promotion with multiple
measurements; and (vi) `p (0 < p < 1) and other sparsity promoting functionals and solvers.

(i) According to CS, the recovery from incomplete data by sparsity promotion improves for trans-
forms that attain a higher degree of compression—i.e., a higher decay rate for the amplitude-sorted
transform-domain coefficients. By virtue of their phase-space localization capability, the curvelet
transform has proven to be particularly well suited for exploration seismology, where the signals of
interest contain multidirectional wavefront-like features with conflicting dips. This in part explains
the success of curvelets in missing trace interpolation and wavefield separation (see section below).
Curvelets are, however, not the only possible choice, and we will conduct a theoretical and empiri-
cal study comparing different transform techniques such as contourlets, surfacelets, shearlets, and
wave atoms, for recovery problems that involve missing traces, missing angular frequencies, and
simultaneous shots.

(ii) The design of appropriate CS matrices is critical for successful recovery. In seismic applica-
tions, this problem requires the design of sub-Nyquist acquisition grids—i.e., placement of source
and geophones, and simultaneous source experiments. Both designs involve sub-Nyquist sampling,
possibly along different coordinate axes with different physical meanings. Although there has been
significant progress in the application of CS to important areas (e.g., MRI, radar imaging, and
Fourier optics [54]), its application to exploration seismology remains in its infancy [49] [31], with
the notable exception of early work on Fourier-based missing-trace interpolation [58]. We there-
fore plan to work on the following areas. (a) Generalization of our jitter sampling technique [23] to
higher dimensions [64]. (b) The design of practical simultaneous source experiments [42]. To this
end, we will work on (c) the design of random and fast-realizable simultaneous source experiments
(i.e., CS matrices) through specialized Kronecker-type products [26, 31], including evaluation of
their recovery properties.

(iii-iv) Under certain conditions, strictly sparse signals can be recovered by solving a convex
one-norm minimization problem [9, 13] . Empirical findings support this claim, e.g., our work on
missing-trace interpolation showed accurate results based on curvelet-sparsity promotion. These
results were made possible by our large-scale solver SPGL1 [67], which represents a significant
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theoretical and algorithmic advance over current approaches. Further work is needed to special-
ize `1 solvers to large high-dimensional seismic-data volumes, and to parallelize `1 solvers using
domain-decomposition techniques. Finally, we will design a recovery method that exploits (ap-
proximate) source-receiver reciprocity.

(v) Seismic data is redundant, a property that is apparent from similarities in the data after NMO
or in the image after prestack migration. In both cases, we can expect the transform-domain coeffi-
cients to align—i.e., to exhibit joint sparsity. Therefore, we will work on the important generaliza-
tion of sparse recovery that groups subsets of interrelated coefficients, and seeks solutions where
all the coefficients in a group are simultaneously zero (below the noise level) or nonzero. This
is often called the joint-sparsity problem [68], which can be used to recover signals that cannot
be otherwise recovered by the usual techniques. The main challenges are development of: (a) a
theory that gives conditions under which joint-sparsity techniques can be used to enhance signal
recovery; (b) regularization functionals and norms that promote sparsity across groups [26], and
(c) sparse-recovery algorithms for the resulting optimization problems.

(vi) According to CS, it is essential that sparsifying transforms be near orthogonal (which implies
that they be “not too redundant”) and compressible—i.e., seismic data and images enjoy sparse
representations in the transform domain. These requirements are often in conflict, which poses
a challenge that needs to be better understood. Moreover, recovery by one-norm minimization
depends on certain properties of the transform matrix such as incoherence amongst its rows. For
redundant transforms, this incoherence may not be sufficient and one-norm minimization can fail.
In these cases, one alternative is to use p-(quasi-)norm minimization where 0 < p < 1. Our
recent work [56, 78] shows that such non-convex optimization methods are effective in situations
where the one-norm fails. Because curvelet transforms are redundant (and thus coherent), this
approach may improve on one-norm curvelet-based recovery. We will explore this possibility by
developing solvers for large-scale non-convex minimization, and test these on seismic recovery
problems. Project leaders: M. Friedlander (co-PI) and Ö. Yılmaz (co-PI) as co-leaders. Project
team: R. Saab (PhD), E. van den Berg (PhD), and J. Johnson (MSc). MSc (two in years 2-5), PhD
(one in year 1-2 and two in years 3-5 ), COOP (1 in years 3-5), Hassan Mansour (PDF), and PDF
(2 in years 3-5).

In summary: With our track record consisting of contributions to various aspects of CS—ranging
from theory development to the implementation of large-scale solvers and the solution of practical
problems such as missing-trace interpolation [23, 32] and recovery from simultaneous data [31]—
we are in a strong position to improve upon current, and often ad-hoc solutions to acquisition-
related problems in exploration seismology.

4.2 Free-surface removal

We will follow two complementary approaches to handle effects related to the free surface, namely
removal of coherent noise by noise prediction, followed by adaptation and separation, or by wave-
field inversion. Our current methodology consists of an adaptive step to improve noise predic-
tions, and a Bayesian estimation step that adds robustness to the separation. Applications include
primary-multiple separation [74], and surface-wave removal [75]. Our first approach improves on
the adaptive component of this project by: (i) continued development of curvelet-domain matched
filters [60]. On the estimation component side, we will focus on (ii) Bayesian-separation for differ-
ent classes of multiples [72]. Our second approach involves direct estimation of the surface-free
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impulse response from (simultaneous) data. (iii) We will research on how to reformulate our adap-
tion [43] of recent work on primary estimation [71] using results from separable least-squares [20];
and (iv) incorporate the multiple-prediction operator into CS recovery; this works better because
primaries are sparser than the total data, and multiples in the data are mapped to primaries. CS
additionally permits significant dimensionality reduction, and leads to better computational costs.
In both approaches, the seismic wavelet is estimated as a by product, except that the latter decon-
volves the wavelet. Finally, (v) we will leverage our work on surface-related multiples towards the
mitigation of surface waves.

(i-ii) We will work on curvelet-domain matched filters with (i a) regularization across different
scales and frequencies [60]; (i b) incorporation of phase-space distance functions [61], (i c) exten-
sion to complex curvelets and inclusion of phase corrections in line with recent work by [48], and
(i d) parallelization and extension to 3D. Our sparsifying estimation procedure for wavefield sep-
aration relies on the assumption that the curvelet supports of the components do not significantly
overlap. We will improve the multiple elimination by (ii) multi-term [72] wavefield estimation that
includes multi-term predictions for specularly-reflected and diffracted multiples. This application
requires a generalization of our sparsity-promoting Bayesian estimation procedure with iterative
thresholding [74].

(iii-v) We supplement our sparsity-promoting curvelet-domain wavefield inversion [34] with
source-function estimation. We accomplish this by promoting curvelet-domain sparsity on the
surface-free impulse response and Fourier-domain smoothness on the source function during a sep-
arable optimization procedure. First, (iii) we improve the convergence by using updates as in [20].
Second (iv), we regularize this wavefield-inversion problem by imposing sparsity on the estimates
for the primaries (in conjunction with Fourier-domain smoothness for the source function). To
reduce the data volumes—i.e., the size of the full matrices involved with this wavefield-inversion
procedure—we include compressive sampling in our formulation [43]. Project leaders: F. Her-
rmann (PI) is leader; Michael Friedlander, and Ö. Yılmaz are co-leaders. Project team MSc (Tim
Lin and Jiupen Yan in year 1, and two in year 2-5), PhD (S. Bubshait fully funded with scholarship
from Saudi Arabia), PhD (one in year 1-5), MSc (one year 3-5), and PDF (one in year 3-5).

In summary: Our expertise in coherent wavefield separation allows us to continue to improve
our work on wavefield separation and apply it to surface-wave removal. We are particularly excited
about our primary estimation by curvelet-based wavefield inversion.

4.3 Compressive modeling for imaging and inversion

By lack of proper preconditioning, implicit solvers for the time-harmonic Helmholtz solver did not,
until very recently [15, 18], converge for the fine-mesh sizes and angular frequencies required by
current-day exploration seismology. We leverage this exciting development by (i) a parallel imple-
mentation of preconditioned solver in 2-D (prototype nearly completed) and 3-D; (ii) simultaneous-
source simulations; (iii) domain decomposition; (iv) including density variations; (v) multigrid
preconditioners for multiple right-hand sides; and (vi) extension to the elastic case.

(i) Our time-harmonic Helmholtz solver offers embarrassing parallelization over frequencies
and sources. To handle large 2-D and 3-D models, domain decompositions on the model are
included. (ii) To guarantee scale up for multiple sources (right-hand sides), we will use recent
work by Elman [14]. We will also extend our multigrid preconditioner to multiple right-hand
sides. With this approach, we expect similar speedups as have been reported in the literature [21].
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(iii) We will extend our Helmholtz solver to elastic waves. This extension requires a new type of
preconditioner because there are now P- and S-waves with different wave speeds. (iv) Finally, we
will incorporate our simultaneous acquisition scheme [31] to include compressive sampling along
the sources and receivers. This additional subsampling will lead to further improvements. Project
leader: F. Herrmann (PI). Project team Y. Erlangga (PDF and future collaborator), Tu Ning (PhD
student on full scholarship from China), PhD (one in year 1-5), and PDF (2 in year 1, 1 in year 2).

In summary: Our expertise on Helmholtz solvers and compressive sampling puts us in the
unique position to develop a new implicit scalable time-harmonic full-waveform modeling utility
that will be competitive with time-domain finite differences. Common to time-harmonic solvers,
our approach has distinct advantages, including the independence of the angular frequencies and
the fact that correlations become simple multiplications in the frequency domain. More impor-
tantly, the inclusion of compressive sensing allows us to leverage transform-domain sparsity with-
out having to define the modeling operators in the transformed domain.

4.4 Compressive wave-equation based imaging and inversion

Our proposal culminates in the Helholtz-based formulation of imaging and inversion that includes
(i) “post-stack” (least-squares) migration, i.e., computation of gradient and Newton updates bases
on the reduced Hessian; (ii) preconditioning for linearized inversion [30] to obtain “true amplitude”
images and improved convergence for iterative Lanczos methods; (iii) dimensionality reduction by
compressive sampling to expedite (least-squares) migration; (iv) integration of primary estima-
tion into linearized (and full-waveform) inversion to remove imprints of the source and the free
surface; (v) full-waveform inversion with multiscale sparsity promotion, which includes develop-
ment of sparsity-promoting solvers for PDE-constrained optimization for the wave equation; (vi)
compressive computation of image volumes (“pre-stack imaging”) with sparsity promotion and
focusing [26]; (vii) formulation of full-waveform inversion with extended modeling [63].

(i-iii) Our frequency-domain adjoint-state method [51, 52] combines three key technologies, (i)
fine-grained parallelization (over shots and frequencies) for the gradient and Newton updates; (ii)
preconditioning of the Hessian for the Newton updates based on curvelet-domain matched filter-
ing; and (iii) system-size reduction by compressive sampling along the frequency and source axes.
With this approach, we leverage the implicit Helmholtz solver by parallelization and compressive
sampling over shots and frequencies. This in conjunction with preconditioning allows us to com-
pute updates efficiently. Subsampling-related artifacts are mitigated by sparsity-promotion with a
to-be-developed large-scale Newton-type `1 solver [59].

(iv-vi) The free surface and unknown source signatures cause major problems for imaging, mi-
gration velocity analysis [63], and full-waveform inversion [73]. (iv) By incorporating our work on
primary prediction in the formulation of imaging and full-waveform inversion, we remove these
surface-related effects by mapping the data to the surface-free impulse response. Our approach
differs from existing methods of full-waveform inversion [73], where multiples are removed. This
method requires inclusion of additional terms in the gradient and Newton updates and is made
computational feasibly by applying compressive sampling to artificially reduce the size of the data
volumes. Even though, this step removes an important complication, full-waveform inversion is
still plagued by local minima [63]. Because of the dimensionality reduction by compressive sens-
ing, our inversions also contains subsampling artifacts. (v) To address both issues, we develop a
multiscale optimization procedure where curvelet-domain sparsity is promoted on the model for
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each scale starting at the coarsest. This approach leverages the multiscale structure of the curvelet
transform, and requires development of a one-norm solver for nonlinear forward models. To ex-
ploit the redundancy of multiexperimental data, we will compute prestack image volumes from
compressively sampled source and residual wavefields. These image volumes allow us to mitigate
sub-sampling related artifacts through joint-sparsity promotion designed to penalize defocused en-
ergy [26]. (vi) Finally, we will include Symes’ extension [63] in full-waveform inversion. The
extended forward model will be solved with a “contrast” formulation where the nonlocal contribu-
tions of the extension act as secondary sources. Because the gradient of the corresponding PDE
constrained optimization problem corresponds to prestack migration [63], we use joint-sparsity
promotion to penalize unphysical defocused contributions. We believe that this formulation will
remedy non-uniqueness that has plagued full-waveform inversion. Project leaders: F. Herrmann
(PI) as leader; M. Friedlander (co-PI) as co-leader. Project team Y. Erlangga (PDF and future
collaborator), T. Lin (PhD year 2-4), Li Xiang (on full scholarship from China), PhD (two year 2
and four year 3-5), COOP (one year 3-5), and PDF (one year 1-5 and two in year 3-5).

In summary: Combination of the latest developments in compressed sensing, scientific comput-
ing, seismic acquisition design, primary estimation, and extensions allows us to formulate a seismic
imaging and inversion approach where the acquisition and computational costs are decoupled from
the model size. By recognizing simultaneous acquisition as an instance of compressive sensing, we
arrive at a formulation where the acquisition and processing costs depend on the transform-domain
sparsity of the final product. This result entails a departure from the overly stringent paradigm of
Nyquist sampling towards the new paradigm of compressed sensing. Applying this type of model-
size reduction by compressive sampling will also hold the key towards making Symes’ extension,
where each model update corresponds to a “pre-stack” image volume, computationally feasible.

4.5 Parallel development and seismic data processing environment

Exploration seismology is challenging because of the extremely large multi-experimental data vol-
umes involved. This challenge is exacerbated by the relative limited resources we have at our
disposal in academia. For instance, our experience from DNOISE has taught us that it is diffi-
cult to quickly enough ramp-up graduate students so that they can engage in large-scale parallel
computing, and fully exploit our compute cluster. The SPARCO and SLIMPY packages were ini-
tially developed to effectively implement Abstract Numerical Algorithms (ANAs [2, 50]) using
serial in-core and parallel out-of-core operators. These prototyping environments have gone a
long way towards addressing these challenges and ensuring that we maximally leverage the re-
cent $200k upgrade of our compute cluster. However, these tools must continue to be improved
if we are to meet the challenge of creating software environments that allow seamless transitions
from serial to parallel implementations, and from in-core to out-of-core processing. We propose
to take the following steps: (i) reimplement the SPARCO toolbox to take advantage of the more
modern object-oriented functionality in recent releases of Matlab; (ii) implement parallelism using
Matlab’s Parallel toolbox, which will address memory allocation and computational complexity
issues; (iii) support nonlinear operators; and (iv) develop an application interface for commercial
seismic data processing and visualization.

(i-ii) The SPARCO Matlab toolbox was originally conceived as a testbed for sparse-recovery algo-
rithms. However, the underlying operator library has proven to be an extremely flexible approach
to prototyping. We have taken the very best ideas from SPARCO and reimplemented them using
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the more powerful object-oriented (OO) features available in late releases of Matlab. The result-
ing software toolbox, SPOT, the result of a complete redesign of SPARCO, is immensely more
powerful and adaptible. Crucially, the flexibility of its OO design will allow us to integrate it
with the Matlab’s Parallel Computing toolbox, and ultimately, reduce valuable resources that are
spent on low-level development effort. Also, we will more readily tap the parallel capabilities of
our cluster, because we can easily implement most of our parallel algorithms with parallel SPOT.
During prototyping in this environment, it is extremely important to move between the in-core Par-
allel Matlab representations of co-distributed arrays and in-core data structures such as Argonne’s
PETSc library for parallel arrays. This will allow us to implement algorithms that can efficiently
use mixed in-core low-level implementations for our Helmholtz solvers and in-of-core solvers in
Matlab. Combined with the expressiveness of Matlab extensions, the resulting environment will
allow us to quickly implement algorithms for massively parallel computation. We expect that this
package will have wide applicability to other scientific computing disciplines.

(iii-iv) The SLIMPY and SPARCO software architectures were designed for rapid prototyping of
algorithms with linear operators on serial computers. We recognize that there is an increasing need
to accommodate large scale linear and nonlinear operators within our iterative optimization algo-
rithms. Therefore, SPOT’s interface to block-diagonal operators will be generalized to allow for
parallel definition of nonlinear operators. Project leaders: F. Herrmann (PI) and M. Friedlander
(co-PI) as co-leaders; Project team Research Associate (one year 1-5, starting part time), junior
programmer (one year 1-5), MSc (one year 1-5), PhD (one year 3-5).

In summary: Our experience in creating a versatile programming environment for algorithm
development puts us in the position make the next step towards further integration. With this
capability, we will be able to access our algorithms and disseminate our research findings.

5 Scientific-computing infrastructure
Software Our software environment consists of two main components, namely our parallel soft-
ware development environment and our seismic data processing environments. Each component is
complementary and we will use commercial packages to fit our needs.

To maximally utilize our cluster, we will switch to the Parallel Matlab Toolbox. This Toolbox
has only become available recently and offers a functionality that will allow our students (already
trained in matlab) to rapidly prototype and scale their algorithms. We reserve our desktops for
interactive prototyping and our cluster for the large-scale number crunching. The Parallel Matlab
Toolbox provides a framework allowing us to seamlessly migrate from desktop development to
full-fletched batched processing on the cluster. In this proposal, we ask funding for licenses on
desktops and on the cluster. The latter requires the purchase of a certain number of workers.

Seismic data processing, imaging and inversion require access to large data volumes and in-
teractive input of parameter settings driven by visual quality control on the intermediate results.
This type of work demands a high degree of interactivity, in particular because we conduct the
quality control with several people in some visualization environment. This interactivity can only
be offered by a commercial seismic data processing systems that allow us to process our data using
vanilla processing technology and our own state-of-the art algorithms.

Hardware Regular upgrades and extensions of our dedicated parallel computer are a prerequisite
for successful algorithm development and testing on large enough real datasets. Therefore, we
replaced the current 36 computational nodes bought from IBM in early 2006 (with 4 CPU-cores
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per node), with the same number of nodes but with 8 CPU cores per node as well as increase the
memory/CPU ratio. That effectively doubled the computational capability of our cluster. Even
though our cluster is up to data, our files server, RAID, and backup facilities need replacement
and so do a number of our desktop machines. Our file server also serves our website, which is
frequently visited by our industrial partners, and by research institutions from around the world.

6 Training of HQP
Over the last three years, numerous undergraduate, graduate students, and postdocs have finished
their degree as part of DNOISE at the UBC seismic laboratory for imaging and modeling (SLIM)
and at the departments of the co-PIs. With its interdisciplinary nature, DNOISE II will continue
to attract students, postdocs, and visiting faculty from diverse fields, including mathematics, com-
puter science, electrical engineering, and geophysics.

Our students are exposed to many disciplines and receive broad training. They attend at least
one conference yearly, participate in interdisciplinary programs such as those organized by UCLA’s
Institute of Pure and Applied Mathematics (IPAM), and by our own Pacific Institute for the Math-
ematical Sciences (PIMS). The students are also exposed to our industrial partners. We have an
active exchange program in the form of student internships and onsite visits with industrial partners.
The seismic laboratory for imaging and modeling is also frequented by people from industry, and
long-term visitors are encouraged (such as faculty on sabbaticals). Regular meetings (at least an-
nually), with research presentations expose our students and postdocs to the pressing scientific and
engineering research challenges that are relevant to industry and academia. These formal meetings,
coupled with frequent technical report releases and reproducible research constitutes an efficient
vehicle for the dissemination of research carried out at SLIM.

7 Value of the results and benefit to Canada
DNOISE II is aimed at developing the next-generation of imaging and inversion tools for the seis-
mic industry. These tools are vital for the entire seismic industry. They are also vital for Canada
and its energy needs. Oil fields in Canada are difficult to image and problems vary from missing
data, to multiples, to complicated overburdens. DNOISE II will lay the foundation for an active
seismic research community of global standing. DNOISE II will create new commercial opportu-
nities for Canadian oil and gas companies. Our industry funding has the explicit goal of bringing
algorithms to market through a strategic alliance with existing and nascent companies. During the
first DNOISE we received several calls from industry to commercialize our research findings. All
intellectual property developed at the laboratory for seismic imaging and modeling belongs to the
University of British Columbia as stated in our industrial research contracts.

The mathematical, computational, and (geo)physical techniques developed as part of DNOISE

II are relevant not only to the oil industry but also to the many research disciplines that need to deal
with incomplete data. These disciplines include remote sensing, (medical) imaging, data assimila-
tion for weather forecasting, and machine learning. DNOISE II’s technology is also applicable to
global seismology where the sampling has and will always be a big issue.

Immediate outcomes of this project are research reports and software. The education of a
competent work force of highly qualified personnel for the Canadian oil & gas industry is critical
for longterm competitiveness of this industry. SLIM contributes towards the long-term enterprise
of training the next generation of geoscientists which will be in high demand given the current oil
price and the demographics of geoscientists in the industry.



Felix J. Herrmann, 264073 Form 101 1

[1] Sparse representation and high-dimensional geometry, 2007.
[2] R. BARTLETT, Thyra linear operators and vectors, tech. rep., SAND2007-5984, Sandia National

Laboratories, 2007.
[3] C. J. BEASLEY, A new look at marine simultaneous sources, The Leading Edge, 27 (2008),

pp. 914–917.
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