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Motivation
‣ Industry-scale	seismic	data	interpolation

‣ Exploit	low-rank	structure	of	seismic	data
- matrix	completion	techniques

‣ Need	to	improve	time	complexity
- design	for	parallel	architectures
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Motivation

3

Matricized	3D	
Frequency	slice

27,268	x	27,268 Seismic	data:	huge	matrices

Interpolation	quality	deteriorates	
when	working	on	smaller	windows

Want	to	work	w/	full	matrix
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Motivation
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11.6	GB

⇡
⇥
454	MB

No	need	to	store	full	matrix	
(96%	compression)

Can	directly	generate	gathers
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Contributions
Matrix	completion:	Decoupling	method

- decompose	into	independent	subproblems
- solve	in	parallel	architectures

Julia	implementation:
- efficient	multiprocessing	environment
- optimize	communication	time	between	workers
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Contributions
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SoYware	Release	Available

Thursday, October 5, 2017



Outline

‣Matrix	completion
-alternating	least	squares
-decoupling	method

‣ Parallel	implementation	in	Julia

‣ Numerical	experiments
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Matrix completion

Goal	is	to	approximate																									,	given

observed	entries

via	

8

M 2 Cn⇥m

⌦ ⇢ {1, 2, ..., n}⇥ {1, 2, ...,m}

bk,` = P⌦(M)k,` =

⇢
Mk,` if (k, `) 2 ⌦

0 otherwise
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Methodology: Least Squares

If								is	approximately	rank-			,	we	solve

and	approximate

	

9

L](R])⇤ ⇡ M

M r

Prateek	Jain,	Praneeth	Netrapalli,	Sujay	
Sanghavi.	“Low-Rank	Matrix	CompleAon	Using	
AlternaAng	MinimizaAon”.

(L],R]) = argmin
L2Cn⇥r,R2Cm⇥r

kP⌦(LR
⇤)� bkF
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Methodology: Alternating Least Squares

We	alternate	the	optimization	over	each	factor

starting	at	initial	factor	(						)	and	iteratively	obtain

10

R0

LT (RT )⇤ ⇡ M Prateek	Jain,	Praneeth	Netrapalli,	Sujay	
Sanghavi.	“Low-Rank	Matrix	CompleAon	Using	
AlternaAng	MinimizaAon”.

Lt = argmin
L2Cn⇥r

kP⌦(L(R
t)⇤)� bkF

Rt+1 = argmin
R2Cm⇥r

kP⌦(L
tR⇤)� bkF
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Methodology: Decoupling method

Each	subproblem,	e.g.,

can	be	decoupled	to	solve	each	row	of												independently.

11

Rt+1

Rt+1 = argmin
R2Cm⇥r

kP⌦(L
tR⇤)� bkF
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⇥ =

fixed	factor variable

R⇤ 2 Cr⇥mLt 2 Cn⇥r

Decoupling method: Visualization

b 2 Cn⇥m
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⇥ =

-th	row

-th	column

`

`

R⇤ 2 Cr⇥m

Decoupling method: Visualization

Rt+1(`, :) = argmin
v2Cr

kP⌦`(L
t)v � b(:, `)k2

b(:, `) 2 Cn

P⌦`(L
t) 2 C|⌦`|⇥r
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Methodology: Decoupling method

So	each	row	can	be	solved	independently	as

																		is								restricted	to	the	entries	observed	in						
the			-th	column

14

Rt+1(`, :) = argmin
v2Cr

kP⌦`(L
t)v � b(:, `)k2

Lt

`

P⌦`(L
t)
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Methodology: Decoupling method

closed	form	solution	is

15

Rt+1(`, :) = argmin
v2Cr

kP⌦`(L
t)v � b(:, `)k2

Rt+1(`, :) =
�
P⌦`(L

t)⇤P⌦`(L
t)
��1

P⌦`(L
t)⇤b(:, `)
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Methodology: Decoupling method

cheap	if

since

(e.g.,	via	Cholesky	factorization)	

16

Rt+1(`, :) =
�
P⌦`(L

t)⇤P⌦`(L
t)
��1

P⌦`(L
t)⇤b(:, `)

r ⌧ min{n,m}

P⌦`(L
t)⇤P⌦`(L

t) 2 Cr⇥r
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⇥ =
0

initial	factor	(e.g.,	randomly	generated) b 2 Cn⇥m

R⇤ 2 Cr⇥mL 2 Cn⇥r

Decoupling method in action
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⇥ =

worker	1 worker2 worker	k…

… …
0

b 2 Cn⇥m

R⇤ 2 Cr⇥mL 2 Cn⇥r

Decoupling method in action
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⇥ =
1

output	first	right	factor b 2 Cn⇥m

R⇤ 2 Cr⇥mL 2 Cn⇥r

Decoupling method in action
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⇥ =

worker	1 worker2 worker	k…

…
…

1

b 2 Cn⇥m

R⇤ 2 Cr⇥mL 2 Cn⇥r

Decoupling method in action
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⇥ =
1

output	first	left	factor b 2 Cn⇥m

R⇤ 2 Cr⇥mL 2 Cn⇥r

Decoupling method in action
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⇥ =
1

…and	so	on	solve	for	(L2,R2), (L3,R3), ... , (LT ,RT )

b 2 Cn⇥m

R⇤ 2 Cr⇥mL 2 Cn⇥r

Decoupling method in action
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Outline

‣Matrix	completion
-alternating	least	squares
-decoupling	method

‣ Parallel	implementation	in	Julia

‣ Numerical	experiments
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DCLR implementation
(Dedicated Communicators for L & R factors)

Dedicate	a	worker	to	store	each	L	and	R	factor,	and	handle	all	messaging	
related	to	factor	updates.

Remaining	workers	will	store	distributed	data,	b,	and	solve	L	&	R	on	local	
portion	of	b.

24
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1)	Dedicate	a	worker	to	store	each	L	&	R	factor,	and	handle	all		
					messaging	related	to	factor	updates.

25

L R

n	x	r m	x	r

DCLR implementation
(Dedicated Communicators for L & R factors)
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2)	Remaining	workers	will	store	distributed	data,	b,	and	solve	L	&	R	on
					only	local	portion	of	b.

26

L R

DCL DCR

b

n	x	m

DCLR implementation
(Dedicated Communicators for L & R factors)
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3)	Distribute	non-zero	elements	of	each	column	of	b	&	bT,	and	
					corresponding	indexes	for	non-zero	values	in	each	column,	ib	&	ibT

27

L R

DCL DCR

b
bT

ib	,	ibT

Solver	1

b
bT

ib	,	ibT

Solver	2

b
bT

ib	,	ibT

Solver	2

b
bT

ib	,	ibT

Solver	2

DCLR implementation
(Dedicated Communicators for L & R factors)
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4)	Solvers	get	latest	L	update	from	DCL

28

L R

DCL DCR

b
bT

ib	,	ibT

Solver	1

b
bT

ib	,	ibT

Solver	2

b
bT

ib	,	ibT

Solver	2

b
bT

ib	,	ibT

Solver	2

n	x	r

DCLR implementation
(Dedicated Communicators for L & R factors)
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4)	Solvers	compute	a	row	update	of	R,	using	L	and	first	column	of	local	
					part	of	b
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L R

DCL DCR

b
bT

ib	,	ibT

Solver	1

b
bT

ib	,	ibT

Solver	2

b
bT

ib	,	ibT

Solver	2

b
bT

ib	,	ibT

Solver	2

r	x	1

DCLR implementation
(Dedicated Communicators for L & R factors)
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4)	Vice	versa	for	R	update
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LR

DCLDCR

b
bT

ib	,	ibT

Solver	1

b
bT

ib	,	ibT

Solver	2

b
bT

ib	,	ibT

Solver	2

b
bT

ib	,	ibT

Solver	2

m	x	r

DCLR implementation
(Dedicated Communicators for L and R factors)
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Outline

‣Matrix	completion
-alternating	least	squares
-decoupling	method

‣ Parallel	implementation	in	Julia

‣ Numerical	Experiments
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Interpolation: Synthetic BG 3D Model

32

‣ 68	x	68	sources	with	401	x	401	receivers

‣ Data	at	7.34	Hz	and	12.3	Hz.

‣Matricize	in	“(rec,rec)”-form

Thursday, October 5, 2017



Data Matricized - (rec,rec) form
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Data Matricized - (rec,rec) form
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BG	3D	Dataset							7.35	Hz
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3D Interpolation Experiment

BG	3D	
Dataset

7.35	Hz

Size:	27,268	x	27,268	
(full	slice,	no	windowing)

Remove	80	%	of	Receivers	
randomly

Compare	Interpolation	via:
-	SPG-LR
-	Decoupling	method

Thursday, October 5, 2017



How to choose the rank parameter?

Issue:	need	

How	do	we	know																																																					is	invertible?

Rt+1(`, :) =
�
P⌦`(L

t)⇤P⌦`(L
t)
��1

P⌦`(L
t)⇤b(:, `)

P⌦`(L
t)⇤P⌦`(L

t) 2 Cr⇥r
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How to choose the rank parameter?

Theorem:
Let							be	chosen	uniformly	at	random.
Let																						be	full	rank,	define																												and																																			.

Then	if

																																				is	invertible	for	every	
with	probability	

⌦
L 2 Cn⇥r � := max

k,`

⇣
˜Lk,`

⌘2
˜L = orth(L)

|⌦| � ↵
8

3

�nr log(nr)

P⌦`(L
t)⇤P⌦`(L

t) 2 Cr⇥r ` 2 {1, 2, ..., n}
� 1� 2n1�↵
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In	our	case:																					

(ignoring	constants)

choose	upper	bound	as	rank,	gives	well	defined	procedure.

)

How to choose the rank parameter?

n = m = 27, 268

r  534

|⌦| = .2 · nm

|⌦| � ↵
8

3

�nr log(nr)
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Common Source Gather

Remove	80	%	of	
Receivers	randomly

True	Source	Gather Subsampled	Source	Gather
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Results: SPG-LR

SPG-LR	iterations:	400

SNR	=	26.1	dB

Time	=	82	hrs	and	40	min

Recovered	Source	GatherTrue	Source	Gather
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Results: SPG-LR

SPG-LR	iterations:	400

SNR	=	26.1	dB

Time	=	82	hrs	and	40	min

Difference	PlotTrue	Source	Gather
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Results: Decoupling method

Alternations:	5

SNR	=	24.2	dB

Time	=	1	hr	and	7	mins

60	workers

True	Source	Gather Recovered	Source	Gather
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Results: Decoupling method

Alternations:	7

SNR	=	25.1	dB

Time	=	1	hr	and	33	mins

60	workers

True	Source	Gather Recovered	Source	Gather
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Results: Decoupling method 60	workers

True	Source	Gather

Alternations:	7

SNR	=	25.1	dB

Time	=	1	hr	and	33	mins

Difference	Plot
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3D Interpolation Experiment

BG	3D	
Dataset

12.3	Hz

Size:	27,268	x	27,268	
(full	slice,	no	windowing)

Remove	80	%	of	Receivers	
randomly

Compare	Interpolation	via:
-	SPG-LR
-	Decoupling	method
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Common Source Gather

Remove	80	%	of	
Receivers	randomly

True	Source	Gather Subsampled	Source	Gather
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Results: SPG-LR

SPG-LR	iterations:	400

SNR	=	20.5	dB

Time	=	137	hrs	and	20	min

Recovered	Source	GatherTrue	Source	Gather
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Results: SPG-LR
Difference	Plot

SPG-LR	iterations:	400

SNR	=	20.5	dB

Time	=	137	hrs	and	20	min

True	Source	Gather
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Results: Decoupling method

Alternations:	5

SNR	=	19	dB

Time	=	1	hrs	and	7	mins

60	workers

True	Source	Gather Recovered	Source	Gather
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Results: Decoupling method

Alternations:	7

SNR	=	20	dB

Time	=	1	hrs	and	36	mins

60	workers

True	Source	Gather Recovered	Source	Gather
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Results: Decoupling method 60	workers

True	Source	Gather

Alternations:	7

SNR	=	20	dB

Time	=	1	hrs	and	36	mins

Difference	Plot
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Scalability: time vs # workers

Matrix	Size:	27,268	x	27,268	
(full	slice,	no	windowing)

rank		=	534

missing	80%	receivers
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To window or not to window?
Look	at	recovery	with	various	windows	sizes

Rank	chosen	according	to	window	size	(as	before)	

Missing	80%	receivers

7	Alternations
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To window or not to window?
window	size	vs.	SNR window	size	vs.	ime
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Conclusions
‣ Significant	improvement	in	computation	time

‣ Equivalent	SNR	output

‣ Optimized	communication	time	between	workers

‣ Parameter	free
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RCAM
(Residual Constrained Alternating Minimization)

Distributed	implementation	to	penalize	norm	with	noise	constraint

R.	Kumar,	O.	Lopez,	D.	Davis,	A.	Aravkin	and	F.	Herrmann.	“Beating-Level	Set	
Methods	for	5D	Seismic	Data	Interpolation:	A	Primal	Dual	Alternating	Approach”

‣ Avoid	overfitting	noise

‣ Robust	(e.g.,	not	sensitive	to	overshooting	rank)

‣ time(ALS)	<	time(RCAM)	<<	time(SPG-LR)

Lt = argmin
L2Cn⇥r

kLk2F s.t. kP⌦(L(R
t)⇤)� bkF  ⌘

Rt+1 = argmin
R2Cm⇥r

kRk2F s.t. kP⌦(L
tR⇤)� bkF  ⌘
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Future Work
‣ Design	for	other	measurement	operators,					.
- incorporate	“off-the-grid”	measurements
- source	separation
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Software	release	available
https://github.com/SINBADconsortium/RCAM.jl
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