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SUMMARY

Simultaneous source marine acquisition has been recognized as
an economic way of improving spatial sampling and speedup ac-
quisition time, where a single- (or multiple-) source vessel fires
at jittered source locations and time instances. Consequently,
the acquired simultaneous data volume is processed to separate
the overlapping shot records resulting in densely sampled data
volume. It has been shown in the past that the simultaneous
source acquisition design and source separation process can be
setup as a compressed sensing problem, where conventional
seismic data is reconstructed from simultaneous data via a
sparsity-promoting optimization formulation. While the recov-
ery quality of separated data is reasonably well, the recovery
process can be computationally expensive due to transform-
domain redundancy. In this paper, we present a computationally
tractable rank-minimization algorithm to separate simultaneous
data volumes. The proposed algorithm is suitable for large-scale
seismic data, since it avoids singular-value decompositions and
uses a low-rank based factorized formulation instead. Results
are illustrated for simulations of simultaneous time-jittered con-
tinuous recording for a 3D ocean-bottom cable survey.

INTRODUCTION

Simultaneous source marine acquisition mitigates the chal-
lenges posed by conventional marine acquisition in terms of
sampling and survey efficiency, since more than one shot can
be fired at the same time (Beasley et al., 1998; de Kok and
Gillespie, 2002; Berkhout, 2008; Beasley, 2008; Hampson
et al., 2008). The final objective of source separation is to
get interference-free shot records. Wason and Herrmann (2013)
have shown that the challenge of separating simultaneous data
can be addressed through a combination of tailored single- (or
multiple-) source simultaneous acquisition design and curvelet-
based sparsity-promoting recovery. The idea is to design a
pragmatic time-jittered marine acquisition scheme where ac-
quisition time is reduced and spatial sampling is improved by
separating overlapping shot records and interpolating jittered
coarse source locations to fine source sampling grid. While the
proposed sparsity-promoting approach recovers densely sam-
pled conventional data reasonably well, it poses computational
challenges since curvelet-based sparsity-promoting methods
can become computationally intractable—in terms of speed and
memory storage—especially for large-scale 5D seismic data
volumes.

Recently, nuclear-norm minimization based methods have
shown the potential to overcome the computational bottleneck
(Kumar et al., 2015a), hence, these methods are successfully
used for source separation (Maraschini et al., 2012; Cheng
and Sacchi, 2013; Kumar et al., 2015b). The general idea is
that conventional seismic data can be well approximated in

some rank-revealing transform domain where the data exhibit
low-rank structure or fast decay of singular values. Therefore,
in order to use nuclear-norm minimization based algorithms
for source separation, the acquisition design should increase
the rank or slow the decay of the singular values. In Kumar
et al. (2015b) we used nuclear-norm minimization formulation
to separate simultaneous data acquired from an over/under
acquisition design, where the separation is performed on
each monochromatic data matrix independently. However, by
virtue of the design of the simultaneous time-jittered marine
acquisition we formulate a nuclear-norm minimization for-
mulation that works on the temporal-frequency domain—i.e.,
using all monochromatic data matrices together. One of the
computational bottlenecks of working with the nuclear-norm
minimization formulation is the computation of singular values.
Therefore, in this paper we combine the modified nuclear-norm
minimization approach with the factorization approach recently
developed by Lee et al. (2010). The experimental results on a
synthetic 5D data set demonstrate successful implementation
of the proposed methodology.

METHODOLOGY

Simultaneous source separation problem can be perceived as
a rank-minimization problem. In this paper, we follow the
time-jittered marine acquisition setting proposed by Wason and
Herrmann (2013), where a single source vessel sails across an
ocean-bottom array firing two airgun arrays at jittered source
locations and time instances with receivers recording contin-
uously (Figure 1). This results in a continuous time-jittered
simultaneous data volume.

Figure 1: Aerial view of the 3D time-jittered marine acquisition.
Here, we consider one source vessel with two airgun arrays
firing at jittered times and locations. Starting from point a,
the source vessel follows the acquisition path shown by black
lines and ends at point b. The receivers are placed at the ocean
bottom (red dashed lines).

Conventional 5D seismic data volume can be represented as a
tensor D ∈ Cn f×nrx×nsx×nry×nsy , where (nsx,nsy) and (nrx,nry)
represents number of sources and receivers along x,y coordi-
nates and n f represents number of frequencies. The aim is to
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recover the data volume D from the continuous time-domain si-
multaneous data volume b ∈CnT×nrx×nry by finding a minimum
rank solution D that satisfies the system of equations A (D) = b.
Here, A represents a linear sampling-transformation operator,
nT < (nt × nsx× nsy) is the total number of time samples in
the continuous time-domain simultaneous data volume, nt is
the total number of time samples in the conventional seismic
data. Note that the operator A maps D to a lower dimen-
sional simultaneous data volume b since the acquisition process
superimposes shot records shifted with respect to their firing
times. The sampling-transformation operator A is defined as
A = MRS , where the operator S permutes the tensor co-
ordinates from (nrx,nsx,nry,nsy) (rank-revealing domain, i.e.,
Figure 2 a) to (nrx,nry,nsx,nsy) (standard acquisition ordering,
i.e., Figure 2 b) and its adjoint reverses this permutation. The re-
striction operator R subsamples the conventional data volume
at jittered source locations (Figure 2 c), the sampling operator
M maps the conventional subsampled temporal-frequency do-
main data to the simultaneous time-domain data (Figure 2 d).
Note that Figure 2 d represents a time slice from the continuous
(simultaneous) data volume where the stars represent locations
of jittered sources in the simultaneous acquisition.

Figure 2: Schematic representation of the sampling-
transformation operator A during the forward operation. The
adjoint of the operator A follows accordingly. (a, b, c) repre-
sent a monochromatic data slice from conventional data volume
and (d) represents a time slice from the continuous data volume.

Rank-minimization formulations require that the target data set
should exhibit a low-rank structure or fast decay of singular
values. Consequently, the sampling-restriction MR operation
should increase the rank or slow the decay of singular values.
As we know, there is no unique notion of rank for tensors,
therefore, we can choose the rank of different matricizations
of D (Kreimer and Sacchi, 2012) where the idea is to create
the matrix D(i) by group the dimensions of D(i) specified by i
and vectorize them along the rows while vectorizing the other
dimensions along the columns. In this work, we consider the
matricization proposed by Silva and Herrmann (2013), where
i = (nsx,nsy)—i.e., placing both source coordinates along the
columns (Figure 3a), or i = (nrx,nsx)—i.e., placing receiver-x
and source-x coordinates along the columns (Figure 3b). As
we see in Figure 3e, the matricization i = (nsx,nsy) has higher
rank or slow decay of the singular values (solid red curve) com-
pared to the matricization i = (nrx,nsx) (solid blue curve). The
sampling-restriction operator removes random columns in the
matricization i = (nsx,nsy) (Figure 3c), as a result the overall
singular values decay faster (dotted red curve). This is because
missing columns put the singular values to zero, which is oppo-
site to the requirement of rank-minimization algorithms. On the
other hand, the sampling-restriction operator removes random
blocks in the matricization i = (nrx,nsx) (Figure 3d), hence,
slowing down the decay of the singular values (dotted blue

curve). This scenario is much closer to the matrix-completion
problem (Recht et al. (2010)), where samples are removed at
random points in a matrix. Therefore, we address the source
separation problem by exploiting low-rank structure in the ma-
tricization i = (nrx,nsx).

(a) (b)

(c) (d)

(e)

Figure 3: Monochromatic slice at 10.0Hz. Fully sampled
data volume and simultaneous data volume matricized as (a,
c) i = (nsx,nsy), and (b, d) i = (nrx,nsx). (e) Decay of singular
values. Notice that fully sampled data organized as i= (nsx,nsy)
has slow decay of the singular values (solid red curve) com-
pared to the i = (nrx,nsx) organization (solid blue curve). How-
ever, the sampling-restriction operator slows the decay of the
singular values in the i = (nrx,nsx) organization (dotted blue
curve) compared to the i = (nsx,nsy) organization (dotted red
curve), which is a favorable scenario for the rank-minimization
formulation.

Since rank-minimization problems are NP hard and therefore
computationally intractable, Recht et al. (2010) showed that
solutions to rank-minimization problems can be found by solv-
ing a nuclear-norm minimization problem. Silva and Herrmann
(2013) showed that for seismic data interpolation the sampling
operator M is separable, hence, data can be interpolated by
working on each monochromatic data tensor independently.
Since in continuous time-jittered marine acquisition, the sam-
pling operator M is nonseparable as it is a combined time-
shifting and shot-jittering operator, we can not perform source
separation independently over different monochromatic data
tensors. Therefore, we formulate the nuclear-norm minimiza-
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tion formulation over the temporal-frequency domain as fol-
lows:

min
D

n f∑
j

‖D(i)
j ‖∗ subject to ‖A (D)−b‖2 ≤ ε, (1)

where
∑n f

j ‖.‖∗ =
∑n f

j ‖σσσ j‖1 and σσσ j is the vector of singular
values for each monochromatic data matricization. One of the
main drawbacks of the nuclear-norm minimization problem is
that it involves computation of the singular-value decomposi-
tion (SVD) of the matrices, which is prohibitively expensive
for large-scale seismic data. Therefore, we avoid the direct
approach to nuclear-norm minimization problem and follow a
factorization-based approach (Rennie and Srebro, 2005; Lee
et al., 2010; Recht and Ré, 2011). The factorization-based
approach parametrizes each monochromatic data matrix D(i)

as a product of two low-rank factors L(i) ∈ C(nrx·nsx)×k and
R(i) ∈ C(nry·nsy)×k such that, D(i) = L(i)R(i)H

, where k repre-
sents the rank of the underlying matrix and H represents the Her-
mitian transpose. Note that tensors L,R can be formed by con-
catenating each matrix L(i),R(i), respectively. The optimization
scheme can then be carried out using the tensors L,R instead
of D, thereby significantly reducing the size of the decision
variable from nrx×nry×nsx×nsy×n f to 2k×nrx×nsx×n f
when k ≤ nrx×nsx. Following Rennie and Srebro (2005), the
sum of the nuclear norm obeys the relationship:

n f∑
j

‖D(i)
j ‖∗ ≤

n f∑
j

1
2
‖L(i)

j R(i)
j ‖

2
F ,

where ‖ · ‖2
F is the Frobenius norm of the matrix (sum of the

squared entries).

EXPERIMENTS & RESULTS

We test the efficacy of our method by simulating a synthetic 5D
data set using the BG Compass velocity model (provided by
the BG Group) which is a geologically complex and realistic
model. We also quantify the cost savings associated with simul-
taneous acquisition in terms of an improved spatial-sampling
ratio defined as a ratio between the spatial grid interval of ob-
served simultaneous time-jittered acquisition and the spatial
grid interval of recovered conventional acquisition. The speed-
up in acquisition is measured using the survey-time ratio (STR),
proposed by Berkhout (2008), which measures the ratio of time
of conventional acquisition and simultaneous acquisition.

Using a time-stepping finite-difference modelling code pro-
vided by Chevron, we simulate a conventional 5D data set of
dimensions 2501×101×101×40×40 (nt ×nrx×nry×nsx×
nsy) over a survey area of approximately 4km×4km. Conven-
tional time-sampling interval is 4.0ms, source- and receiver-
sampling interval is 6.25m. We use a Ricker wavelet with cen-
tral frequency of 15.0Hz as source function. Figure 4a shows
a conventional common-shot gather. Applying the sampling-
transformation operator (A ) to the conventional data generates
approximately 65 minutes of 3D continuous time-domain si-
multaneous seismic data, 30 seconds of which is shown in Fig-
ure 4b. By virtue of the design of the simultaneous time-jittered

acquisition, the simultaneous data volume b is 4-times subsam-
pled compared to conventional acquisition. Consequently, the
spatial sampling of recovered data is improved by a factor of 4
and the acquisition time is reduced by the same factor.

Simply applying the adjoint of the sampling operator M to
simultaneous data b results in strong interferences from other
sources as shown in Figure 4c. Therefore, to recover the
interference-free conventional seismic data volume from the si-
multaneous time-jittered data, we solve the factorization based
nuclear-norm minimization formulation. We perform the source
separation for a range of rank k values of the two low-rank
factors L(i),R(i) and find that k = 100 gives the best signal-to-
noise ratio (SNR) of the recovered conventional data. Figure 4d
shows the recovered shot gather, with an SNR of 20.8dB, and
the corresponding residual is shown in Figure 4e. As illustrated,
we are able to separate the shots along with interpolating the
data to the finer grid of 6.25m. To establish that we loose
very small coherent energy during source separation, we in-
tensify the amplitudes of the residual plot by a factor of 8
(Figure 4e). The late arriving events, which are often weak
in energy, are also separated reasonably well. Computational
efficiency of the rank-minimization approach—in terms of the
memory storage—in comparison to the curvelet-based sparsity-
promoting approach is approximately 7.2 when compared with
2D curvelets and 24 when compared with 3D curvelets.

CONCLUSIONS

We propose a factorization based nuclear-norm minimiza-
tion formulation for simultaneous source separation and
interpolation of 5D seismic data volume. Since the sampling-
transformation operator is nonseparable in the simultaneous
time-jittered marine acquisition, we formulate the factor-
ization based nuclear-norm minimization problem over the
entire temporal-frequency domain, contrary to solving each
monochromatic data matrix independently. We show that the
proposed methodology is able to separate and interpolate the
data to a fine underlying grid reasonably well. The proposed
approach is computationally memory efficient in comparison
to the curvelet-based sparsity-promoting approach.
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Figure 4: Source separation recovery. A shot gather from the
(a) conventional data; (b) a section of 30 seconds from the
continuous time-domain simultaneous data (b); (c) recovered
data by applying the adjoint of the sampling operator M ; (d)
data recovered via the proposed formulation (SNR = 20.8dB);
(e) difference of (a) and (d) where amplitudes are magnified by
a factor of 8 to illustrate a very small loss in coherent energy.
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