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Microsoft Research for Industry (RFI)

Bridge the gap between Industry R&D and Microsoft R&D

Bring together MSR + Academia

Unsolved problems, Tackle on Azure

Bring innovations to Microsoft Products

Contribute to Industry Innovations
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Challenges of HPC in the cloud

• Users need to manage HPC infrastructure

• Scalable & resilient HPC: only as strong as weakest link

HPC hardware HPC architecture HPC application



Vision for HPC in the cloud

• Serverless computing

• Clusterless HPC

+ No infra management
+ Focus on application
+ Fast development
+ Usage-based billing

- Very limited hardware
- No orchestration
- Too limited in scope

+ All features of serverless
+ Run on any hardware
+ Orchestration + resilience
+ Not just an extension of serverless
+ Enable wide adoption of HPC
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@everywhere function hello_world()
print(“Hello world”)

end

@spawn hello_world()

@batchdef function hello_world()
print(“Hello world”)

end

@batchexec hello_world()

Head 
node

Redwood: Towards clusterless HPC

tcp/ip

REST
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@batchdef function hello_world()
print(“Hello world”)

end

@batchexec hello_world()

Worker 1

Worker 3Worker 2

decouple

elastic scaling

Redwood: Towards clusterless HPC
{

"_POOL_COUNT": "2",
"_NODE_COUNT_PER_POOL": "3",
"_INTER_NODE_CONNECTION": "1",
"_POOL_VM_SIZE": "Standard_E32s_v3"

}





Redwood – How does it work?

Pool

Redwood
• Closure
• Code gen.
• API calls

Parameter
JSON

Redwood leverages Azure Batch:
• Pool management
• Execute tagged functions
• I/O, fault tolerance

Application

Azure
BatchJIT

comp.



Orchestration Job scheduling Parallelization

CycleCloud SLURM, PBS, HTCondor MPI, Dask, Julia Distributed,…

Kubernetes MPI, Dask, Julia Distributed,…

Azure Batch MPI, Dask (multi-node tasks)

Redwood MPI, Dask, …

Lift & shift

Kubernetes

Clusterless

Lift & shift

Kubernetes

Batch

Clusterless

Cluster User app

Databricks, Kubernetes, Yarn, 
Mesos SparkSpark

Relationship to other services
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Data 
parallelism

Acceleration through abstractions
Batch/MapReduce jobs
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Acceleration through abstractions
Multi-MPI jobs



Data 
parallelism

Data 
parallelism

Acceleration through abstractions

(also tested with COFII’s epmap)

Multi-pmap jobs



Redwood – Examples & applications



(1) Seismic imaging (RTM)
Redwood version of COFII examples



Redwood scalability
• Enable multiple batch pools and/or accounts
• Scheduling of jobs across many pools
• RTM using 16 x 256 = 4,096 VMs

(1) Seismic imaging (RTM)



Quasi Newton optimization 
algorithm from Optim.jl

(2) Scale across continents

“Global FWI”
• Globally distributed pools
• Run FWI on 6 continents
• Harvest resources across globe



Tasks Desktop Single batch 
pool

Redwood

14,197 147 days 3.5 hours 0.25 hours

• Project Triton from MSR
• Sound simulations for games
• Simulate 14,197 probes in  parallel

(3) Sound simulation

15,000 node cluster



(4) Reservoir simulation

Parallel training data generation with
Open Porous Media

Input X 
(Permeability)

Output Y 
(Saturation history)

1,000
training

pairs

Network prediction
(SNR 12.86)



Open-source repository

https://github.com/microsoft/AzureClusterlessHPC.jl


