In which domain should we measure the misfit for robust full waveform inversion?
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Abstract

Full-waveform inversion relies on minimizing the difference between observed and modeled data, as measured by some penalty function. A popular choice, of course, is the least-squares penalty. However, when outliers are present in the data, the use of robust penalties such as the Huber or Student’s t may significantly improve the results since they put relatively less weight on large residuals. In order for robust penalties to be effective, the outliers must be somehow localized and distinguishable from the good data. We propose to first transform the residual into a domain where the outliers are localized before measuring the misfit with a robust penalty. This is exactly how one would normally devise filters to remove the noise before applying conventional FWI. We propose to merge the two steps and let the inversion process implicitly filter out the noise. Results on a synthetic dataset show the effectiveness of the approach.
**Introduction**

Full-waveform inversion (FWI) relies on minimizing the difference between observed and modeled data (Tarantola, 1984). The question is, **how should we measure the difference?** There has been a steady flow of papers showing that the least-squares misfit is not the best choice when the data are contaminated with non-Gaussian noise. Instead, so-called **robust** norms, such as the Huber (Guitton and Symes, 2003; Brossier et al., 2010), Hybrid (Bube and Langan, 1997), Cauchy (Crase et al., 1990; Amundsen, 1991) or Student’s t (Aravkin et al., 2011) may dramatically improve the results when the noise consists of isolated large outliers that affect only parts of the data. The next question is, **what constitutes an outlier?** Robust penalties work by ignoring a ‘few’ residuals that are large compared to ‘most’ residuals. It is easy to imagine that a bad trace would constitute an outlier. Similarly, spurious events may be seen as outliers in the time-offset domain. But, what happens if we do frequency-domain waveform inversion? Noise that was localized in time-offset domain will now be spread out across all frequencies and a robust penalty will not be able to discern the noise from the good data. Figure 1 illustrates this by comparing two different kinds of noise (bad traces and spurious events) in 3 domains ((t, h), (f, h) and (f, k)). This observation leads us to pose the question: **In which domain should we measure the misfit?** In this paper we review some recent work on robust FWI and extend it by introducing a transform that will localize the noise. We illustrate the method on a synthetic dataset with artificially added outliers.

**Mathematical formulation**

We consider the following frequency-domain formulation of the FWI problem:

\[
\min_{\mathbf{m}, \mathbf{w}} \phi (\mathbf{m}, \mathbf{w}) = \sum_i \rho(B_i(w_i P_i u_i - d_i)), \quad u_i = G_i(\mathbf{m}),
\]

where \(d_i\) is the observed data for one frequency and source \(i\), \(\mathbf{w}\) are source weights, \(P_i\) restricts the wavefield to the receiver locations, \(G_i(\mathbf{m})\) is the corresponding modelling operator, \(B_i\) is a data-processing operator (to be discussed later) and \(\rho\) is a robust penalty. Examples are the Student’s t penalty:

\[
\rho(r) = \sum_i \log(1 + |r_i|^2/(\sigma^2k)),
\]

and the Huber penalty:

\[
\rho(r) = \sum_{|r_i| \leq \sigma} \frac{1}{2} |r_i|^2 + \sum_{|r_i| > \sigma} \frac{1}{2} |r_i| - \frac{1}{2} \sigma.
\]

Here, \(\sigma\) is a scale parameter and \(k\) denotes the degrees of freedom.

**Scale initialization.** The scale parameter \(\sigma\) is taken to be a fraction of residual for the initial model \(\sigma = \max_j \alpha \cdot (r_j)_j\). With this scaling, residuals smaller than \(\alpha\) end up in the ‘least-squares’ part of the penalty, while residuals larger then \(\alpha\) end up in the tail of the penalty. This is illustrated in figure 2.

**Source estimation.** For a given model \(\mathbf{m}\), we estimate the source wavelet by solving for each source:

\[
\mathbf{w}_i = \arg\min_{\mathbf{w}} \rho(B_i(w P_i u_i - d_i)).
\]

This is a scalar optimization problem that can be solved efficiently in a number of ways. The objective function is now effectively a function of the model only: \(\tilde{\phi}(\mathbf{m}) = \phi(\mathbf{m}, \tilde{\mathbf{w}})\) and the gradient of the reduced objective is given by \(\nabla_{\mathbf{m}} \tilde{\phi}(\mathbf{m}) = \nabla_{\mathbf{m}} \phi(\mathbf{m}, \tilde{\mathbf{w}})\). For more details on this variable projection approach, we refer to (Aravkin et al., 2012; Aravkin and van Leeuwen, 2012)

**Noise localization.** The processing operator \(B_i\) should localize the noise. We can use any transform that would normally be used to filter out the noise (Fourier for periodic noise, Radon for noise with moveout, Curvelets for more complicated coherent events, etc.). The power of this approach is that we are not explicitly filtering out the noise, with the danger of losing information. Instead, we let a robust inversion process decide which parts of the data can be fitted and which should be ignored. Thus, the filtering is done implicitly as part of the inversion process.
Numerical example

We present results on the Marmousi model. The data are either contaminated by replacing a portion of the traces with large constant values or by adding periodic noise to each shot (basically $\sin(\text{offset})$). The inversion is done for a single frequency of 4 Hz using 20 steepest-descent iterations starting from the model depicted in figure 3. We use the Student’s t penalty either in the $(f, h)$ or $(f, k)$ domain. The scaling parameter $\alpha$ is picked by hand, although we could use techniques described by Aravkin and van Leeuwen (2012) to automatically fit it as part of the inversion. Reference results on data without noise are shown in figure 4.

In the first experiment, every 5th trace out of every 5th shot is heavily contaminated. The resulting ‘noise’ is very localized in space and still reasonably localized in the wavenumber domain since 4 out of every 5 shots are completely clean. The results are shown in figure 5. The results from the spatial domain formulation look good, but could possibly benefit from a more careful tuning of the parameter $\alpha$. The formulation in the wavenumber domain yields a slightly noisy results but does pretty well because the Student’s t formulation allows it to ignore the contaminated shots altogether.

In the second experiment we add a sine wave to every shot with a moderate amplitude (10). This noise is certainly not localized in the spatial domain. The results are shown in figure 6. The formulation in the wavenumber domain does much better, as expected.

Conclusion and Discussion

The use of robust penalties such as the Huber or Student’s t in FWI may significantly improve the results when large outliers are present in the data. Robust penalties are not a magic bullet, though; The outliers have to be localized in some sense so that the robust penalty can distinguish ‘good’ residuals from bad ones. To increase the applicability of robust penalties we propose to first transform the residuals into a different domain in order to localize the noise. Of course, this is exactly how one would normally devise filters to remove the noise before applying conventional FWI. Our approach allows us to merge the two steps and let the inversion process implicitly filter out the noise. Results on a synthetic dataset show the effectiveness of the approach.
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Figure 1 Examples of outliers in different domains. Bad traces (a-c) are localized in both the \((t, h)\) and \((f, h)\), but are spread out in the \((f, k)\) domain. Spurious events (d-f) are localized in the \((t, h)\) and \((f, k)\) domain and are spread out in the \((f, h)\) domain.

Figure 2 The Student’s t (red), Huber (blue) and least-squares penalties for \(\alpha = 0.25\) are shown in (a); the corresponding influence functions are shown in (b). The robust penalties behave like the least-squares penalty for residuals \(|r| < 0.25\).

Figure 3 Initial model used for Marmousi test
Figure 4 Results for robust FWI in spatial and wavenumber domain without noise

Figure 5 Results for robust FWI in spatial and wavenumber domain with spiky noise in the spatial domain.

Figure 6 Results for robust FWI in spatial and wavenumber domain with a moderate amount of spiky noise in the wavenumber domain.