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Geophysical inversion is an ill-posed problem where different solutions may fit the data 

equally well. From the perspective of Bayesian inversion, the multiple solutions can be 

considered as posterior samples of the solution distribution Compared with traditional 

methods, many novel and effective deep-learning methods (e.g. ERSInvNet, Liu et al., 

2020; SeisInvNet, Li et al., 2020) have shown great improvement on the inversion effect 

of seismic and resistivity data. However, few have the ability to efficiently approximate 

the posterior distribution and calculate its samples as the inverted results. Normalizing flow, 

a special kind of invertible neural network, could easily sample the posterior distribution 

via a memory-efficient training, which makes it a good choice to address the geophysical 

inversion problem and evaluate the reliability of the inversion results. 

In this work, we use a conditional normalizing flow (CNF) to address the seismic velocity 

inversion problem. Considering the large dimension difference between seismic data and 

velocity model, we reduce the data dimension by calculating its reverse time. After that, 

we train the CNF on pairs of migrated data and velocity. During inference, given a new 

seismic data, feeding the corresponding migrated image into the trained CNF will lead to 

posterior samples of the velocity inversion distribution. In addition, uncertainty 

quantification of the inverted results can be achieved by statistical metrics like mean and 

standard deviation. In our numerical example, the implementation is based on open-

sourced software InvertibleNetworks.jl (Witte et al., 2021), JUDI.jl (Witte et al., 2019) and 

Devito (Louboutin et al., 2019). The training dataset are built based on the SEG/EAGE 

Overthrust model. For an unseen seismic data, the posterior samples of inversion results 

given by the trained CNF can be considered as good estimates of the true velocity. 

Especially, judging from the metrics like MAE, MSE, PSNR, SSIM, et al., the posterior 

mean is usually closer to the true velocity and the standard deviation indicates that the 

velocity value is more reliable within the subsurface layers than that on layer edges. 

Moreover, the inverted results, either the posterior samples or posterior mean, can be used 

as an initial model in the subsequent FWI for a more accurate result. 

 


